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A FASTER ALGORITHM SOLVING A GENERALIZATION OF
ISOTONIC MEDIAN REGRESSION AND A CLASS OF FUSED

LASSO PROBLEMS∗

DORIT S. HOCHBAUM† AND CHENG LU†

Abstract. Many applications in the areas of production, signal processing, economics, bioinfor-
matics, and statistical learning involve a given partial order on certain parameters and a set of noisy
observations of the parameters. The goal is to derive estimated values of the parameters that satisfy
the partial order that minimize the loss of deviations from the given observed values. A prominent
application of this setup is the well-known isotonic regression problem where the partial order is a
total order. A commonly studied isotonic regression problem is the isotonic median regression (IMR)
where the loss function is a sum of absolute value functions on the deviations of the estimated values
from the observation values. We present here the most efficient algorithm to date for a generalization
of IMR with any convex piecewise linear loss function as well as for variant models that include �1
norm penalty separation/regularization functions in the objective on the violation of the total order
constraints. Such penalty minimization problems that feature convex piecewise linear deviation func-
tions and �1 norm separation/regularization functions include classes of nearly isotonic regression
and fused lasso problems as special cases. The algorithm devised here is therefore a unified approach
for solving the generalized problem and all known special cases with a complexity that is the most
efficient known to date. We present an empirical study showing that our algorithm outperforms the
run times of a linear programming software, for simulated data sets.
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1. Introduction. A common problem in many applications is that noisy obser-
vations of parameters do not satisfy preset (partial) rank order requirements. The
problem is to adjust the observations in order to identify estimated values, that satisfy
the (partial) rank order constraints, while minimizing the total loss of deviations of
the estimated values from the observation values. This problem, known as the partial
order estimation problem, has applications in numerous fields including production
[47, 28, 40, 25], signal processing [35], economics [42], bioinformatics [8, 9, 30], and
statistical learning [5, 7, 6, 39, 24, 34].

The partial order estimation problem is often generalized to relax the requirement
of satisfying the rank order constraints, and replacing the order constraints by penalty
separation functions that impose costs for each violated constraint. These separation
penalties are then traded off against the deviation penalties.

The problem studied here is a generalization of several well-known problems
including isotonic median regression (IMR); we call this problem generalized IMR
(GIMR). The GIMR problem is formulated as

min
x1,...,xn

n∑
i=1

fpl
i (xi; {ai,j}qi

j=1) +
n−1∑
i=1

di,i+1(xi − xi+1)+ +
n−1∑
i=1

di+1,i(xi+1 − xi)+(1.1)

(GIMR) s.t. �i ≤ xi ≤ ui, i = 1, . . . , n,
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where each deviation function fpl
i (xi; {ai,j}qi

j=1) is an arbitrary convex piecewise linear
function with qi breakpoints ai,1 < ai,2 < · · · < ai,qi (the superscript “pl” stands for
“piecewise linear”). The separation terms involve the nonnegative coefficients di,i+1
and di+1,i for positive and negative separation penalties, and the notation (x)+ is
the positive part of x, max{x, 0}. For values of di,i+1 that are sufficiently large, an
optimal solution to GIMR satisfies the total rank order x1 ≤ x2 ≤ · · · ≤ xn. The set
of feasible values for each xi is contained in the interval [�i, ui].

1.1. Special cases of GIMR and applications.

1.1.1. Models with deviation terms only. A commonly used special case of
convex piecewise linear deviation functions, in the context of isotonic regression, is
the �1 norm. An �1 deviation function is a sum of (weighted) absolute values of the
differences between the estimated values and the respective observation values. There
are a number of advantages for the use of the �1 deviation function: This function gives
the exact maximum likelihood estimate if the noises in the observation values follow
the Laplacian distribution [29, 10]; it is in general robust to heavy-tailed noises and
to the presence of outliers [31, 48, 44]; it provides better preservation of the contrast
and the invariance to global contrast changes [11, 44]. The �1 deviation function,
in weighted or unweighted form, was used in a number of models and applications.
IMR was studied in [37, 29, 10, 33], and its applications in statistics can be found
in [36, 38, 39]. Additional areas in which IMR on partial order has been applied
include chromosomal microarray analysis (CMA) [4] in bioinformatics and ordinal
classification with monotonicity constraints [13]. We note that the algorithm of [4] is
incorrect, and the complexity of the corrected version is considerably worse than the
complexity of the algorithm of [22] for IMR.

The formulation of IMR with weights wij is

min
x1,...,xn

n∑
i=1

qi∑
j=1

wij |xi − aij |

(IMR) s.t. xi ≤ xi+1, i = 1, . . . , n − 1.

(1.2)

When each variable xi is associated with only one observation ai, i.e., qi = 1, IMR is
then referred to as the simple IMR (SIMR):

min
x1,...,xn

n∑
i=1

wi|xi − ai|

(SIMR) s.t. xi ≤ xi+1, i = 1, . . . , n − 1.

(1.3)

SIMR (1.3) was studied extensively, e.g., in [22, 3].
Some applications use deviation functions that are not �1 functions, but use only

two pieces in the piecewise linear deviation function. One example is the quantile
deviation function which preserves the robustness property of the �1 deviation func-
tion. The quantile deviation function of estimated variable xi from observation ai for
parameter τ ∈ [0, 1] is

(1.4) ρτ (xi; ai) =

{
τ(xi − ai) if xi − ai ≥ 0,

−(1 − τ)(xi − ai) if xi − ai < 0.

Here the parameter τ represents the quantile of the observations of interest. For
τ = 1

2 (half-quantile), the quantile deviation function is identical to the absolute value
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function. Quantile deviations have been used in array-based comparative genomic
hybridization (array-CGH) analysis in bioinformatics [15, 27].

Another special case of the convex piecewise linear function is the ε-insensitive
deviation function, defined as follows [32]:

(1.5) dε(xi; ai) =

⎧⎪⎨
⎪⎩

xi − ai − ε if xi − ai > ε,

0 if |xi − ai| ≤ ε,

−xi + ai − ε if xi − ai < −ε.

The absolute value function is a special case of the 0-insensitive deviation function.
The use of isotonic regression for medical prognosis was discussed by Ryu, Chan-

drasekaran, and Jacob [41]. They considered convex piecewise linear deviation func-
tions (each with 3 pieces) and a partial order that is derived from medical knowledge
on the relative prognosis prospects for pairs of feature vectors.

1.1.2. Models that include separation/regularization terms. There are
variant models of total order estimation that include penalty terms in the objective on
the violation of total order constraints, instead of imposing those constraints. These
penalty functions are often referred to as separation or regularization functions. We
present here four such models that were presented for specific contexts.

Tibshirani, Hoefling, and Tibshirani [45], studied a “nearly isotonic” model on
total order for the purpose of fitting global warming data on annual temperature
anomalies. Here ai is the observation of the temperature anomaly value at the ith
year of the dataset:

(1.6) (nearly isotonic) min
x1,...,xn

1
2

n∑
i=1

(xi − ai)2 + λ

n−1∑
i=1

(xi − xi+1)+.

In this model (1.6), the tuning parameter λ ≥ 0 measures the relative importance
between the deviation terms and the separation terms. As λ → ∞ the problem is
equivalent to imposing the total order constraints of IMR (1.2) and SIMR (1.3). In
model (1.6) the quadratic deviation terms are based on the Gaussian noise assump-
tion on the observations. We note that the GIMR model differs from (1.6) in that
instead of convex quadratic deviation functions it has convex piecewise linear devia-
tion functions. This convex piecewise linear class of functions includes �1 deviation
functions that are considered to be more appropriate as a model for Laplacian noises
or heavy-tailed noises.

The separation term in the nearly isotonic model (1.6), λ(xi − xi+1)+, is “one-
sided” in that it only penalizes the surplus of xi over xi+1. A more general separation
term also penalizes the surplus of xi+1 over xi, in the form of λ′(xi+1 − xi)+, leading
to a “two-sided” separation penalty. If the two-sided penalty is symmetric (λ = λ′),
it can be presented as the absolute value (�1) separation term λ|xi − xi+1|. This �1
separation penalty is known as fused lasso [46]. An example of the use of the fused
lasso model is in array-CGH analysis [15, 27]. It is to estimate the ratio of gene
copying numbers at each position in DNA sequences between tumor and normal cell
samples, based on the biological knowledge that the ratios between adjacent positions
in the DNA sequences are similar. Eilers and de Menezes, [15] proposed the following
quantile fused lasso (Q-FL) model to identify the estimated log-ratio xi, based on the
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observed log-ratio ai at the ith position:

(1.7) (Q-FL) min
x1,...,xn

n∑
i=1

ρτ (xi; ai) + λ
n−1∑
i=1

|xi − xi+1|.

The deviation terms are the quantile deviation functions (1.4) and the �1 separation
functions |xi − xi+1| drive the log-ratios of adjacent positions to be similar. Later, Li
and Zhu in [27] extended the above model to the following quantile weighted fused
lasso (Q-wFL) model by considering the distances between adjacent positions, which
is claimed to help improve the estimation [27]:

(1.8) (Q-wFL) min
x1,...,xn

n∑
i=1

ρτ (xi; ai) + λ

n−1∑
i=1

1
di,i+1

|xi − xi+1|,

where di,i+1 ∈ R is the distance between the ith and the (i + 1)th positions. Thus
the closer the adjacent positions, the larger penalty on the log-ratio difference. The
quantile deviation functions are also claimed in [15, 27] to be advantageous over the
standard quadratic deviation functions (least squares mean regression).

In signal processing, Storath, Weinmann, and Unser [44], considered a fused lasso
model with �1 deviation functions:

(1.9) (�1-FL) min
x1,...,xn

n∑
i=1

wi|xi − ai| + λ

n−1∑
i=1

|xi − xi+1|,

where the wi’s are nonnegative weights and λ > 0 is the model tuning parameter.
Recently, Kolmogorov, Pock, and Rolinek [26] studied a weighted fused lasso

problem, which generalizes Q-FL (1.7), Q-wFL (1.8), and �1-FL (1.9), by allowing
deviation functions to be general convex piecewise linear functions with O(1) break-
points each, and different weights on the �1 separation terms |xi −xi+1| in place of the
uniform coefficient λ. This problem is denoted by PL-wFL-O(1), where PL stands
for piecewise linear, and O(1) indicates that each convex piecewise linear deviation
function has O(1) breakpoints.

1.2. Best algorithms for partial order estimation. Even though the GIMR
problem is defined for total order, our algorithm uses key ideas from the best algo-
rithms for partial order.

Partial order estimation with deviation terms only. The most general
setup of the partial order estimation problem has general convex deviation functions,
as well as partial order rather than total order. The fastest algorithm for the general
partial order estimation problem was by Hochbaum and Queyranne [22] with com-
plexity that is the sum of a minimum s, t-cut complexity, on a respective graph with a
node for each variable and an arc for each rank order constraint, and the complexity
of finding the minimum of the n convex deviation functions in the given intervals.
This total complexity is provably best possible since, as shown in [22], the problem is
a generalization of both minimum s, t-cut and of the problem of finding the minimum
of each of the convex deviation functions.

Partial order estimation with separation terms. The Markov random fields
model is the most general deviation-separation model. Given a partial order repre-
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sented by a graph G = (V, A), the problem is

min
xi:i∈V

∑
i∈V

fi(xi) +
∑

(i,j)∈A

gi,j(xi − xj)

s.t. xi ∈ Xi ∀i ∈ V,

(1.10)

where each fi(xi) is a deviation function, and each gi,j(xi−xj) is a separation function.
Xi indicates the feasible set for each variable, typically integer or continuous values
within an interval [�i, ui]. Best known algorithms for this problem under convexity
assumptions of the separation functions were given in [18, 1, 2]. We are interested here
in the Markov random fields where the separation terms are convex two-piecewise-
linear functions each with a breakpoint at 0, which we refer to here as MRF. This
MRF problem is a generalization of GIMR (1.1) and is formulated as

min
xi:i∈V

∑
i∈V

fi(xi) +
∑

(i,j)∈A

di,j · (xi − xj)+

(MRF) s.t. xi ∈ Xi ∀i ∈ V.

(1.11)

Here fi(xi) is a general (not necessarily differentiable) convex deviation function, di,j

is a given nonnegative coefficient, and the associated graph is an arbitrary directed
graph G = (V, A).

Hochbaum in [18] gave an efficient algorithm to solve the MRF (1.11) in time
O(T (n, m) + n log U

ε ) (where n = |V |, m = |A|, U = maxi |Xi|, and ε a parameter
to be explained next). The first term T (n, m) is the complexity of solving maximum
flow (or minimum cut) on an associated graph of G = (V, A). The second term
O(n log U

ε ) is the complexity of finding the minima of n convex functions with ε-
accuracy. The value of log 1

ε indicates the number of significant digits in the solution.
The ε-accuracy complexity model is the only way to solve problems that involve
nonlinear and nonquadratic functions on digital computers. This issue is discussed
in detail in [23, 22, 18] and in a review in [19]. If each Xi is an integer set, then
ε = 1 and the complexity becomes O(T (n, m) + n log U). It was shown in [18] that
this algorithm is the fastest possible since the MRF (1.11) generalizes both the graph
minimum cut problem and the problem of finding the minima of n convex functions
over each feasible set Xi.

Note that for the convex piecewise linear functions discussed here, the continuous
MRF algorithm is irrelevant since it is known a priori that the optimal solution can
only take values that are the given breakpoints of the convex piecewise linear functions;
see Lemma 4.1 in section 4. Thus the accuracy is determined by the input data.

1.3. Best algorithms for total order estimation.
Total order estimation with deviation terms only. For the special case

that the partial order is a total order, the respective graph is a directed path. For the
directed path Hochbaum and Queyranne’s algorithm was shown to have complexity
O(n(log n + log(U/ε))) [22], where U is the largest width of the interval in which any
variable can take values, and ε is the solution accuracy, which is 1 for integer solutions.
(It is important to note that the complexity term of log(U/ε) is provably unavoidable
when minimizing a nonlinear and nonquadratic convex function, as discussed in [22]
and is based on the impossibility of strongly polynomial algorithms for nonlinear
nonquadratic optimization proved in [17]). For quadratic deviation functions, the run
time of Hochbaum and Queyranne’s algorithm is O(n log n). Ahuja and Orlin in [3]
derived a specialized algorithm for the total order case with complexity O(n log(U/ε)).
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Since U is generally assumed to be Ω(n), this complexity matches that of Hochbaum
and Queyranne’s algorithm, but Hochbaum and Queyranne’s algorithm is applicable
to the more general problem of partial order estimation.

Let q =
∑n

i=1 qi be the total number of breakpoints of the n convex piecewise
linear deviation functions, {fpl

i (xi)}i=1,...,n, in GIMR. For the GIMR problem with
deviation terms only (or very large d parameters), if the q breakpoints of the con-
vex piecewise linear deviation functions are sorted, the complexity of Hochbaum and
Queyranne’s algorithm is O(n(log n + log q)) = O(n log q) (q = Ω(n)), and otherwise
the sorting complexity of O(q log n) is added.

Other known algorithms for IMR (1.2) include an algorithm in [10] of complexity
O(qn) and an algorithm of complexity O(q log2 q) by [33]. GIMR-Algorithm shown
here solves IMR (1.2) in time O(q log n), which improves the complexity of [10] and
[33], and matches the complexity of Hochbaum and Queyranne’s algorithm in [22].
For SIMR (1.3), the fastest algorithms to date, by [22, 3], have complexity O(n log n).
GIMR-Algorithm solves SIMR (1.3) in the same complexity.

Total order estimation with separation terms. GIMR is a special case of
MRF (1.11) where the graph G is a bidirectional path with node set V = {1, . . . , n},
arc set A = {(i, i + 1), (i + 1, i)}i=1,...,n−1, and the deviation functions are convex
piecewise linear. Therefore, any algorithm that solves MRF can solve GIMR. As dis-
cussed in section 1.2, Hochbaum’s algorithm for MRF uses a parametric minimum
cut procedure that runs in the complexity of solving a single minimum s, t-cut. Pro-
cedures known to date that can be used as parametric minimum cut and have this
property (that they solve the parametric problem in the complexity of a single cut)
are Hochbaum’s pseudoflow (HPF) algorithm [20] and the push-relabel algorithm [16].
Both HPF algorithm and the push-relabel algorithm solve the parametric minimum
cut in complexity T (n, m) = O(nm log n2

m ) [16, 21]. A direct application of this MRF
algorithm to GIMR (1.1) (total order graph) is of complexity O(n2 log n + n log q)
since m = O(n) and the deviation functions are convex piecewise linear, so finding
n times the minima of such functions requires at most a binary search on the set of
breakpoints. Our main contribution here can be viewed as an algorithm that speeds
up Hochbaum’s algorithm for GIMR by efficiently generating the respective minimum
s, t-cuts for a path.

Other algorithms were devised for various special cases of total order estimation
with separation terms: Eilers and de Menezes in [15], and Li and Zhu in [27], derived
algorithms to solve Q-FL (1.7) and Q-wFL (1.8), respectively, both based on linear
programming. They did not state concrete complexity results. For the �1-FL problem
(1.9), Dümbgen and Kovac in [14] gave the best algorithm to-date with O(n log n)
complexity. Recently Storath, Weinmann, and Unser in [44] proposed an algorithm
for the �1-FL problem of complexity O(n2). GIMR-Algorithm solves all these problems
in O(n log n) complexity.

For problem PL-wFL-O(1), Kolmogorov, Pock, and Rolinek [26] derived an algo-
rithm of complexity O(n log n), which, like our algorithm, uses a method for efficiently
generating the respective minimum s, t-cuts for Hochbaum’s algorithm and achieves
the same complexity as ours (using a different methodology). Since PL-wFL-O(1)
generalizes Q-FL (1.7), Q-wFL (1.8), and �1-FL (1.9), this is also an alternative
fastest algorithm for these problems. Note that Kolmogorov, Pock, and Rolinek in
[26] also claimed an O(n log log n) algorithm for the PL-wFL-O(1) problem. How-
ever, the divide-and-conquer technique used in the algorithm requires the sorting of
the breakpoints, which adds to the complexity O(n log n).
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Table 1

Summary of comparison of complexities. Here LP stands for the complexity of solving a linear
programming problem of size O(n).

Problem Deviation Separation Algorithm Algorithms
here to-date

GIMR Convex di,i+1(xi − xi+1)+ O(q log n) O(n2 log n + n log q)
piecewise linear +di+1,i(xi+1 − xi)+ [18]

IMR
∑qi

j=1 |xi − aij | O(q log n) O(n log q + q log n)
[22]

SIMR |xi − ai| O(n log n) O(n log n) [22, 3]

Nearly isotonic Convex
λ(xi − xi+1)+ O(q log n) O(n2 log n + n log q)

piecewise linear [18]

Q-FL ρτ (xi; ai) λ|xi − xi+1| O(n log n) LP [15]

Q-wFL ρτ (xi; ai) λ 1
di,i+1

|xi − xi+1| O(n log n) LP [27]

�1-FL wi|xi − ai| λ|xi − xi+1| O(n log n) O(n log n) [14]
O(n2) [44]

PL-wFL-O(1) Convex O(1)-
di,i+1|xi − xi+1| O(n log n) O(n log n) [26]piecewise linear

1.3.1. Summary of results. In Table 1 we provide a comparison of the com-
plexity of our algorithm for GIMR and its special cases as compared to the best and
recent algorithms’ complexities known to date. As can be seen, our GIMR-Algorithm’s
complexity either matches the complexity of the best algorithms to date, or improves
on them. And furthermore, GIMR-Algorithm is one unified algorithm for all these spe-
cial cases, whereas, up till now specialized algorithms were devised for each category
of the special cases.

We assess the empirical performance of GIMR-Algorithm by comparing our soft-
ware implementation with Gurobi, a commercial linear programming solver, on sim-
ulated data sets of various sizes. The experimental results demonstrate that
GIMR-Algorithm runs faster than Gurobi on the collection of simulated data sets,
by approximately a factor of 10.

1.4. Overview. The paper is organized as follows: Notation and preliminaries
are introduced in section 2. Then we provide a brief review of Hochbaum’s algo-
rithm [18] for the MRF problem (1.11) in section 3. Then we give an overview of
GIMR-Algorithm in section 4, including additional notation that will help to present
the algorithm and its analysis. Then we present GIMR-Algorithm in details in two
steps: First, in section 5 we present GIMR-Algorithm for GIMR with �1 deviation
functions, namely, �1-GIMR-Algorithm; then, in section 6, �1-GIMR-Algorithm is gen-
eralized to solving GIMR with arbitrary convex piecewise linear deviation functions,
namely, GIMR-Algorithm. Experimental study that assess the performance of GIMR-
algorithm is discussed in section 7. Concluding remarks are provided in section 8.
The pseudocodes for the various subroutines used in �1-GIMR-Algorithm and GIMR-
Algorithm are given in Appendices A and B.

2. Notation and preliminaries. The partial order estimation problem is rep-
resented on a directed graph G = (V, A) with n = |V | and m = |A|. Each decision
variable xi (i = 1, . . . , n) corresponds to node i ∈ V and the (partial) ranking order
constraints correspond to the arc set A where each (partial) ranking order constraint
of the form xi ≤ xj is represented by an arc (i, j) ∈ A.
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For the special case that the partial order is a total order, the respective graph is
a directed path. A directed path of length n is an ordered list of nodes (v1, . . . , vn)
so that (vi, vi+1) ∈ A for all i = 1, . . . , n − 1. GIMR (1.1) is represented as a bi-
directional path (bi-path) which is a union of two directed paths: (1, 2, . . . , n) and
(n, n − 1, . . . , 1). We call a graph G = (V, A) a bi-path graph if for V = {1, . . . , n} the
arc set is A = {(i, i + 1), (i + 1, i)}i=1,...,n−1.

Let the directed s, t-graph Gst = (Vst, Ast) be associated with graph G = (V, A)
such that Vst = V ∪ {s, t} and Ast = A ∪ As ∪ At. The appended node s is called the
source node and t is called the sink node. The respective sets of source adjacent arcs
and sink adjacent arcs are denoted as As = {(s, i) : i ∈ V } and At = {(i, t) : i ∈ V }.
Each arc (i, j) ∈ Ast has an associated nonnegative capacity ci,j .

For two subsets of nodes V1, V2 ⊆ Vst, we let the set of arcs of Ast directed from
nodes of V1 to nodes of V2 be denoted by (V1, V2). The sum of the capacities of the
arcs in (V1, V2) is denoted by C(V1, V2) =

∑
(i,j)∈(V1,V2) ci,j .

An s, t-cut is a partition of Vst, ({s}∪S, T ∪{t}), where T = V \S. For simplicity,
we refer to an s, t-cut partition as (S, T ). We refer to S as the source set of the cut,
excluding s. For each node i ∈ V , we define its status in graph Gst as status(i) = s
if i ∈ S (referred as an s-node), otherwise status(i) = t (i ∈ T ) (referred as a
t-node).

The capacity of a cut (S, T ) is defined as C({s} ∪ S, T ∪ {t}). A minimum cut
in s, t-graph Gst is an s, t-cut (S, T ) that minimizes C({s} ∪ S, T ∪ {t}). Hereafter,
any reference to a minimum cut is to the unique minimum s, t-cut with the maximal
source set. That means if there are multiple minimum cuts, then the one selected has
a source set that is not contained in any other source set of a minimum cut.

A convex piecewise linear function fpl
i (xi) is specified by its ascending list of qi

breakpoints, ai,1 < ai,2 < · · · < ai,qi , and the slopes of the qi +1 linear pieces between
every two consecutive breakpoints, denoted by wi,0 < wi,1 < · · · < wi,qi . We assume
that the n sets of breakpoints are disjoint and that the total number of breakpoints in
the union is q =

∑n
i=1 qi. Note that we make the disjoint breakpoint assumption only

for convenience in presenting the algorithm. Our algorithm works in the same way
even when a breakpoint is shared by multiple functions; for details see Remark 6.2 in
section 6.

Let the sorted list of the union of q breakpoints of all the n convex piecewise
linear functions be ai1,j1 < ai2,j2 < · · · < aiq,jq , where aik,jk

, the kth breakpoint in
the sorted list, is the breakpoint between the (jk − 1)th and the jkth linear pieces of
function fpl

ik
(xik

).
For fpl

i (xi) = wi|xi − ai|, each function has one breakpoint ai and two pieces
of slopes −wi and wi. Thus for this case the sorted list of all the n breakpoints is
ai1 < ai2 < · · · < ain , where aik

is the single breakpoint of function fpl
ik

(xik
).

3. Review of Hochbaum’s algorithm for MRF. Recall that for MRF (1.11),
the partial order is represented by a directed graph G = (V, A). Hochbaum’s algorithm
constructs a parametric graph Gst(α) = (Vst, Ast) associated with G = (V, A), for
any scalar value α in the union of the ranges of the decision variables,

⋃
i Xi. The

capacity of arc (i, j) ∈ A is ci,j = di,j . Each arc in As = {(s, i)}i∈V has capacity cs,i =
max{0, −f ′

i(α)} and each arc in At = {(i, t)}i∈V has capacity ci,t = max{0, f ′
i(α)},

where f ′
i(α) is the right subgradient of function fi(·) at argument α. (One can select

instead the left subgradient.) Note that for any given value of α, either cs,i = 0
or ci,t = 0. Hochbaum’s algorithm finds the minimum cuts in the parametric graph
Gst(α), for all values of α, in the complexity of a single minimum s, t-cut. The key idea
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of Hochbaum’s algorithm is the threshold theorem which links the optimal solution of
MRF (1.11) with the minimum cut partitions in Gst(α).

Theorem 3.1 (threshold theorem, Hochbaum [18]). For any given α, let S∗ be
the maximal source set of the minimum cut in graph Gst(α). Then there is an optimal
solution x∗ to MRF (1.11) satisfying x∗

i ≥ α if i ∈ S∗ and x∗
i < α if i ∈ T ∗.

An important property of Gst(α) is that the capacities of source adjacent arcs are
nonincreasing functions of α, the capacities of sink adjacent arcs are nondecreasing
functions of α, and the capacities of all the other arcs are constants. This implies the
following nested cut property.

Lemma 3.2 (nested cut property [16, 18, 20]). For any two parameter values
α1 ≤ α2, let S∗

α1
and S∗

α2
be the respective maximal source set of the minimum cuts

of Gst(α1) and Gst(α2), then S∗
α1

⊇ S∗
α2

.

The threshold theorem is used to find an optimal solution to MRF (1.11): For
each variable xi, the largest value of α in Xi for which the corresponding node is still
in the maximal source set is the optimal value of xi. This can either be done with
binary search, or as in Hochbaum’s algorithm, all cut partitions for all values of α are
identified with the use of a parametric cut procedure.

4. Overview of GIMR-Algorithm. The key idea used in our GIMR-Algorithm
is to adapt the cut-derived threshold theorem of Hochbaum’s MRF algorithm. But,
instead of using a parametric cut procedure as in the MRF algorithm, our algorithm
uses certain properties of the cut function, for the special case of a bi-path graph
and convex piecewise linear functions, which lead to a more efficient procedure for
computing all relevant cuts. This adaptation runs an order of magnitude faster than
the direct application of Hochbaum’s algorithm to GIMR, as explained in section 1.3.

The parametric graph Gst(α) associated with a bi-path graph G has the capacities
of arcs (i, i + 1), (i + 1, i) ∈ A as ci,i+1 = di,i+1 and ci+1,i = di+1,i, respectively, and
the capacities of the source and sink adjacent arcs as cs,i = max{0, −(fpl

i )′(α)} and
ci,t = max{0, (fpl

i )′(α)}, respectively. Based on the threshold theorem, Theorem 3.1,
it is sufficient to solve the minimum cuts in the parametric graph Gst(α) for all values
of α, in order to solve the GIMR (1.1). We next show that the values of α to be
considered can be restricted to the set of breakpoints of the n convex piecewise linear
functions, {fpl

i (xi)}i=1,...,n. This is proved in the following lemma.

Lemma 4.1. The minimum cuts in Gst(α) remain unchanged for α assuming any
value between any two consecutive breakpoints in the sorted list of breakpoints of all
the n convex piecewise linear functions, {fpl

i (xi)}i=1,...,n.

Proof. Recall that only the capacities of the source and sink adjacent arcs depend
on the values of α. Since each fpl

i (xi) is convex piecewise linear in GIMR, the source
and sink adjacent arc capacities remain constant for α between any two consecutive
breakpoint values in the sorted list of breakpoints over all the n convex piecewise linear
functions. Therefore the minimum cuts in Gst(α) remain unchanged as capacities of
all the arcs in the parametric graph are unchanged.

GIMR-Algorithm efficiently computes the minimum cuts of Gst(α) for subsequent
values of α in the ascending list of breakpoints of all the n convex piecewise linear
functions, {fpl

i (xi)}i=1,...,n.

Remark 4.2. For graphs such as bi-path graphs, a simple, linear complexity, dy-
namic programming algorithm solves the minimum cut in Gst(α) for a fixed value
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Fig. 1. The structure of graph G0. Arcs of capacity 0 are not displayed. Nodes 1 to n are
labeled s on top as they are all in the maximal source set S0 of the minimum cut in G0.

of α. A naive application of this dynamic programming algorithm setting α equal
to each value of the q breakpoints, would render the running time O(qn) for solving
GIMR. Our GIMR-Algorithm solves GIMR in O(q log n) complexity which is signifi-
cantly faster.

4.1. Additional notation. We introduce additional notation to facilitate the
presentation of GIMR-Algorithm.

Let interval [i, j] in G for i ≤ j be the subset of V , {i, i+1, . . . , j −1, j}. If i = j,
the interval [i, i] is the singleton i. The notation [i, j) and (i, j] indicate the intervals
[i, j − 1] and [i + 1, j], respectively. Let [i, j] = ∅ if i > j.

For an (S, T ) cut, an s-interval is the maximal interval containing only s-nodes.

Definition 4.3. An interval [i�, ir] of s-nodes in Gst(α) is said to be an s-interval
if it is not strictly contained in another interval of only s-nodes.

Node i�(ir) is said to be the left (right) endpoint of the s-interval [i�, ir]. The
definition of s-interval implies that for an s-interval [i�, ir], if i� > 1, then i� − 1 is a
t-node; if ir < n, then ir + 1 is a t-node.

Let Gk for k ≥ 1 be the parametric graph Gst(α) for α equal to aik,jk
, i.e.,

Gk = Gst(aik,jk
) (Gk = Gst(aik

) for the �1 special case). For ease of presentation, we
introduce G0 = Gst(ai1,j1 − ε) (or G0 = Gst(ai1 − ε) in the �1 special case) for a small
value of ε > 0 (all values of ε > 0 generate the same graph G0). Let (Sk, Tk) be the
minimum cut in Gk for k ≥ 0. Recall that Sk is the maximal source set.

5. �1-GIMR-Algorithm. This section describes an O(n log n) algorithm for the
GIMR problem with �1 deviation functions, fpl

i (xi) = wi|xi − ai| with nonnegative
coefficients wi. This problem is referred to as �1-GIMR:
(5.1)

(�1-GIMR) min
x1,...,xn

n∑
i=1

wi|xi − ai| +
n−1∑
i=1

di,i+1(xi − xi+1)+ +
n−1∑
i=1

di+1,i(xi+1 − xi)+.

The algorithm generates the respective minimum cuts of graphs Gk in increasing
order of k. Based on the threshold theorem, Theorem 3.1, and the nested cut property,
Lemma 3.2, we know that for each node j = 1, . . . , n, x∗

j = aik
for the index k such

that j ∈ Sk−1 and j ∈ Tk.
In G0, illustrated in Figure 1, cs,i = wi and ci,t = 0 for all i = 1, . . . , n. The

minimum cut in G0 is ({s} ∪ V, {t}).
For k ≥ 1 graph Gk is obtained from graph Gk−1 as follows: Capacity cs,ik

is
modified from wik

to 0 and capacity cik,t is modified from 0 to wik
. Other arcs’

capacities remain unchanged. An illustration of Gk for k ≥ 1 is provided in Figure 2.
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Fig. 2. The structure of graph Gk. Arcs of capacity 0 are not displayed. Here node ik − 1
appears to the right of ik and ik + 1 appears to the left, to illustrate that the order of the nodes in
the graph, (1, 2, . . . , n), does not necessarily correspond to the order of the nodes according to the
subscripts of the sorted breakpoints, (i1, i2, . . . , in).

The key idea of the algorithm is to use a property, proved later, that the minimum
cut in Gk is derived by updating the minimum cut in Gk−1 on an interval of nodes
that change their status from s to t. It is then shown that this interval of s-nodes
can be found in amortized time O(log n). With this result, the total running time
to solve �1-GIMR (5.1) is O(n log n). The remainder of this section is a proof of this
main result, stated as Theorem 5.1.

Theorem 5.1. Given the minimum cut (Sk−1, Tk−1) in Gk−1, there is an amor-
tized O(log n) algorithm for computing the minimum cut (Sk, Tk) in Gk.

Note that the update of the graph from Gk−1 to Gk involves only a change in the
capacities of the source and sink adjacent arcs of ik. The algorithm proceeds from G0
to Gn by inspecting in order the nodes i1, i2, . . . , in, the order of which is determined
by the sorted list of breakpoints ai1 < ai2 < · · · < ain . Next we evaluate certain
properties of node ik.

For any node i, if i ∈ Tk−1, the nested cut property, Lemma 3.2, implies that i
remains in the sink set for all subsequent cuts (i.e., status(i) = t remains unchanged),
and in particular i ∈ Tk. Hence an update of the minimum cut in Gk from the
minimum cut in Gk−1 can only involve shifting some nodes from source set Sk−1 to
sink set Tk (i.e., changing some nodes from s-nodes in Gk−1 to t-nodes in Gk).

We first demonstrate that if node ik ∈ Tk−1, then (Sk−1, Tk−1), the minimum cut
in Gk−1, is also the minimum cut in Gk. This is proved in Lemma 5.2.

Lemma 5.2. If ik ∈ Tk−1 then (Sk, Tk) = (Sk−1, Tk−1).

Proof. Since ik ∈ Tk−1, by the nested cut property, Lemma 3.2, ik ∈ Tk.
The minimum cut in Gk−1 satisfies

C({s} ∪ Sk−1, Tk−1 ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s}, T ∩ ([1, ik) ∪ (ik, n])) + C(S ∩ ([1, ik) ∪ (ik, n]), {t})

+ C(S ∩ [1, n], T ∩ [1, n])
}

+ wik
,
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and the minimum cut in Gk satisfies

C({s} ∪ Sk, Tk ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s}, T ∩ ([1, ik) ∪ (ik, n])) + C(S ∩ ([1, ik) ∪ (ik, n]), {t})

+ C(S ∩ [1, n], T ∩ [1, n])
}

+ 0.

Since the expressions inside the curly brackets are the same for both graphs, it
follows that C({s} ∪ Sk−1, Tk−1 ∪ {t}) − C({s} ∪ Sk, Tk ∪ {t}) = wik

, a constant.
Therefore the total cut capacities in the two graphs differ by a constant. Recall that
the minimum cut is unique as it is the maximal source set minimum cut. Hence the
minimizer set S is the same for both Gk−1 and Gk.

We conclude that there is no update to the minimum cut in Gk from the minimum
cut in Gk−1 when ik /∈ Sk−1 (i.e., ik ∈ Tk−1). As proved next, there is still no change
to the minimum cut in Gk from the minimum cut in Gk−1 when ik is an s-node that
does not change its status from Gk−1 to Gk.

Lemma 5.3. If ik ∈ Sk−1 and ik ∈ Sk, then (Sk, Tk) = (Sk−1, Tk−1).

Proof. The minimum cut in Gk−1 satisfies

C({s} ∪ Sk−1, Tk−1 ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s}, T ∩ ([1, ik) ∪ (ik, n])) + C(S ∩ ([1, ik) ∪ (ik, n]), {t})

+ C(S ∩ [1, n], T ∩ [1, n])
}

+ 0.

And the minimum cut in Gk satisfies

C({s} ∪ Sk, Tk ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s}, T ∩ ([1, ik) ∪ (ik, n])) + C(S ∩ ([1, ik) ∪ (ik, n]), {t})

+ C(S ∩ [1, n], T ∩ [1, n])
}

+ wik
.

Therefore, C({s} ∪ Sk−1, Tk−1 ∪ {t}) − C({s} ∪ Sk, Tk ∪ {t}) = −wik
, and hence

the minimizer set S is the same for both Gk−1 and Gk.

These two lemmas imply that the only case that will involve an update to the
minimum cut in Gk is when ik ∈ Sk−1 yet ik ∈ Tk, i.e., when node ik changes its
status from an s-node in Gk−1 to a t-node in Gk. It is shown next that in this case, if
there is any node j < ik (on the left of ik) that does not change its status from Gk−1
to Gk (i.e., either j is an s-node in both Gk−1 and Gk or j is a t-node in both Gk−1
and Gk), then all nodes in the interval [1, j] do not change their status from Gk−1 to
Gk; similarly, if there is any node j′ > ik (on the right of ik) that does not change
its status from Gk−1 to Gk, then all nodes in the interval [j′, n] do not change their
status from Gk−1 to Gk. This is proved formally in Lemma 5.4.
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Lemma 5.4. Suppose that ik ∈ Sk−1 and ik ∈ Tk.
(a) If there is a node j < ik that does not change its status from Gk−1 to Gk

(i.e., either j is an s-node in both Gk−1 and Gk or j is a t-node in both Gk−1
and Gk), then all nodes in [1, j] do not change their status from Gk−1 to Gk.

(b) If there is a node j′ > ik that does not change its status from Gk−1 to Gk,
then all nodes in [j′, n] do not change their status from Gk−1 to Gk.

Proof.
(a) The minimum cut in Gk−1 satisfies

C({s} ∪ Sk−1, Tk−1 ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s} ∪ (S ∩ [1, j]), (T ∩ [1, j]) ∪ {t})

+ C(S ∩ [j, n], T ∩ [j, n]) + C({s}, T ∩ (j, n]) + C(S ∩ (j, n], {t})
}

= min
S∩[1,j]

C({s} ∪ (S ∩ [1, j]), (T ∩ [1, j]) ∪ {t})

+ min
S∩[j,n]

{
C(S ∩ [j, n], T ∩ [j, n]) + C({s}, T ∩ (j, n]) + C(S ∩ (j, n], {t})

}
.

And the minimum cut in Gk satisfies

C({s} ∪ Sk, Tk ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s} ∪ (S ∩ [1, j]), (T ∩ [1, j]) ∪ {t})

+ C(S ∩ [j, n], T ∩ [j, n]) + C({s}, T ∩ (j, n]) + C(S ∩ (j, n], {t})
}

= min
S∩[1,j]

C({s} ∪ (S ∩ [1, j]), (T ∩ [1, j]) ∪ {t})

+ min
S∩[j,n]

{
C(S ∩ [j, n], T ∩ [j, n]) + C({s}, T ∩ (j, n]) + C(S ∩ (j, n], {t})

}
.

Since the arc capacities other than (s, ik) and (ik, t) in these two cut capacities
are, respectively, the same, and the status of j does not change from Gk−1
to Gk, the expressions C({s} ∪ (S ∩ [1, j]), (T ∩ [1, j]) ∪ {t}) are of the same
value for both graphs. As a result, the minimizer set S ∩ [1, j] is the same for
both Gk−1 and Gk.

(b) The minimum cut in Gk−1 satisfies

C({s} ∪ Sk−1, Tk−1 ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s}, T ∩ [1, j′)) + C(S ∩ [1, j′), {t}) + C(S ∩ [1, j′], T ∩ [1, j′])

+ C({s} ∪ (S ∩ [j′, n]), (T ∩ [j′, n]) ∪ {t})
}

= min
S∩[1,j′]

{
C({s}, T ∩ [1, j′)) + C(S ∩ [1, j′), {t}) + C(S ∩ [1, j′], T ∩ [1, j′])

}
+ min

S∩[j′,n]
C({s} ∪ (S ∩ [j′, n]), (T ∩ [j′, n]) ∪ {t}).



2576 DORIT S. HOCHBAUM AND CHENG LU

Fig. 3. Illustration of Lemma 5.4. ik ∈ Sk−1 (labeled s on top). If there is a node j < ik that
does not change its status from Gk−1 to Gk (i.e., either j is an s-node in both Gk−1 and Gk or j
is a t-node in both Gk−1 and Gk), then all nodes in [1, j] do not change their status from Gk−1 to
Gk; if there is a node j′ > ik that does not change its status from Gk−1 to Gk, then all nodes in
[j′, n] do not change their status from Gk−1 to Gk.

And the minimum cut in Gk satisfies

C({s} ∪ Sk, Tk ∪ {t})
= min

∅⊆S⊆V
C({s} ∪ S, T ∪ {t})

= min
∅⊆S⊆V

{
C({s}, T ∩ [1, j′)) + C(S ∩ [1, j′), {t}) + C(S ∩ [1, j′], T ∩ [1, j′])

+ C({s} ∪ (S ∩ [j′, n]), (T ∩ [j′, n]) ∪ {t})
}

= min
S∩[1,j′]

{
C({s}, T ∩ [1, j′)) + C(S ∩ [1, j′), {t}) + C(S ∩ [1, j′], T ∩ [1, j′])

}
+ min

S∩[j′,n]
C({s} ∪ (S ∩ [j′, n]), (T ∩ [j′, n]) ∪ {t}).

Since the arc capacities other than (s, ik) and (ik, t) in these two cut capacities
are, respectively, the same, and the status of j′ does not change from Gk−1
to Gk, the expressions C({s} ∪ (S ∩ [j′, n]), (T ∩ [j′, n])∪ {t}) are of the same
value for both graphs. As a result, the minimizer set S ∩ [j′, n] is the same
for both Gk−1 and Gk.

Lemma 5.4 is illustrated in Figure 3.
If there is a nonempty set of nodes that change their status from s in Gk−1 to t in

Gk, it must include ik (otherwise by Lemmas 5.2 and 5.3, none of the nodes changes
its status, which is a contradiction). Among all the nodes in V = [1, n] that change
from s in Gk−1 to t in Gk, we denote the smallest node index as i∗k1 and the largest
node index as i∗k2, thus i∗k1 ≤ ik ≤ i∗k2. All nodes in the interval [i∗k1, i

∗
k2] must change

their status from s in Gk−1 to t in Gk, because if there is a node j ∈ [i∗k1, i
∗
k2] \ {ik}

whose status does not change, then Lemma 5.4 implies that either the status of i∗k1
does not change (when j < ik) or the status of i∗k2 does not change (when j > ik),
which contradicts the choice of these nodes as nodes that do change their status. We
conclude that if ik changes its status, then all nodes that change their status form an
interval of s-nodes containing ik. This is stated in the following corollary.
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Fig. 4. Illustration of Corollary 5.5. ik ∈ Sk−1. Nodes are labeled on top s if they are s-nodes
in Gk−1 or Gk. Nodes are labeled on top t if they are t-nodes in Gk−1 or Gk. All s-nodes in
[i∗k1, i∗k2] (possibly empty) in Gk−1, containing ik, change to t-nodes in Gk. Note that [i∗k1, i∗k2] is a
subinterval of the s-interval w.r.t. node ik in Gk−1, [ik�, ikr ].

Corollary 5.5. If ik ∈ Sk−1, then all the nodes that change their status from s
in Gk−1 to t in Gk must form a (possibly empty) interval of s-nodes containing ik in
Gk−1.

Corollary 5.5 is illustrated in Figure 4. Note that [i∗k1, i
∗
k2] is a subinterval of

the s-interval w.r.t. node ik in Gk−1, [ik�, ikr]. Using Corollary 5.5 the problem of
computing the minimum cut in Gk from the minimum cut in Gk−1 is reduced to the
problem of identifying the interval [i∗k1, i

∗
k2].

5.1. Finding node status change interval. To identify the node status change
interval [i∗k1, i

∗
k2], we have the following lemma.

Lemma 5.6. The node status change interval [i∗k1, i
∗
k2] is the optimal solution to

the following optimization problem for Gk:

min
[ik1,ik2]

C({s}, [ik1, ik2]) + C([ik�, ikr] \ [ik1, ik2], {t})

+ C([ik�, ikr] \ [ik1, ik2], [ik1, ik2] ∪ {ik� − 1, ikr + 1})
s.t. [ik1, ik2] = ∅ or ik ∈ [ik1, ik2] ⊆ [ik�, ikr].

(5.2)

Proof. The minimum cut (Sk, Tk) in Gk satisfies

C({s} ∪ Sk, Tk ∪ {t})(5.3)
= min

(S,T )
C({s} ∪ S, T ∪ {t})

= min
(S,T )

{
C({s} ∪ (S ∩ [1, ik� − 1]), (T ∩ [1, ik� − 1]) ∪ {t})

+ C({s}, T ∩ [ik�, ikr]) + C(S ∩ [ik�, ikr], {t})
+ C(S ∩ [ik� − 1, ikr + 1], T ∩ [ik� − 1, ikr + 1])

+ C({s} ∪ (S ∩ [ikr + 1, n]), (T ∩ [ikr + 1, n]) ∪ {t})
}

.
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This minimization problem can be written as the sum of three minimization problems:

= min
S∩[1,ik�−1]

C({s} ∪ (S ∩ [1, ik� − 1]), (T ∩ [1, ik� − 1]) ∪ {t})(5.4)

+ min
T∩[ik�,ikr ]

{
C({s}, T ∩ [ik�, ikr]) + C(S ∩ [ik�, ikr], {t})(5.5)

+ C(S ∩ [ik� − 1, ikr + 1], T ∩ [ik� − 1, ikr + 1])
}

+ min
S∩[ikr+1,n]

C({s} ∪ (S ∩ [ikr + 1, n]), (T ∩ [ikr + 1, n]) ∪ {t}).(5.6)

By Corollary 5.5, the minimizer set S ∩ [1, ik� − 1] in subproblem (5.4) is Sk−1 ∩
[1, ik�−1] and the minimizer set S∩[ikr +1, n] in subproblem (5.6) is Sk−1∩[ikr +1, n].

It remains to solve subproblem (5.5). Recall that since ik� − 1 and ikr + 1 are
outside an s-interval, they are both t-nodes in Gk, therefore, S ∩ [ik� − 1, ikr + 1] =
S ∩ [ik�, ikr]. For [ik1, ik2] the interval of nodes that change their status from s to t,
either [ik1, ik2] is empty, or else it must contain ik (Corollary 5.5, S ∩ [ik�, ikr] =
[ik�, ikr] \ [ik1, ik2], and T ∩ [ik�, ikr] = [ik1, ik2]). An interval [ik1, ik2] ⊆ [ik�, ikr] is
said to be feasible if it is either empty, [ik1, ik2] = ∅, or else it contains ik, ik ∈ [ik1, ik2].
The interval [i∗k1, i

∗
k2] is optimal if it is the feasible interval that minimizes the objective

value of subproblem (5.5).
For any feasible interval [ik1, ik2] ⊆ [ik�, ikr], we can rewrite the terms in subprob-

lem (5.5) as

S ∩ [ik� − 1, ikr + 1] = S ∩ [ik�, ikr] = [ik�, ikr] \ [ik1, ik2], and
T ∩ [ik� − 1, ikr + 1] = (T ∩ [ik�, ikr])∪{ik� − 1, ikr + 1} = [ik1, ik2]∪{ik� − 1, ikr + 1}.

Substituting for these expressions in subproblem (5.5), it is rewritten as

min
[ik1,ik2]

C({s}, [ik1, ik2]) + C([ik�, ikr] \ [ik1, ik2], {t})

+ C([ik�, ikr] \ [ik1, ik2], [ik1, ik2] ∪ {ik� − 1, ikr + 1})
s.t. [ik1, ik2] = ∅ or ik ∈ [ik1, ik2] ⊆ [ik�, ikr].

This completes the proof.

Next, we discuss how to solve the optimization problem (5.2). In the following
equations, let d0,1 = d1,0 = dn,n+1 = dn+1,n = 0.

We evaluate the objective value of problem (5.2) for an empty interval solution,
and compare it to the objective value of the optimal nonempty interval solution. The
one that gives smaller objective value is the optimal solution to problem (5.2). For
[ik1, ik2] = ∅, the objective value of problem (5.2) is

(5.7) Z(∅) � C([ik�, ikr], {ik� − 1, ikr + 1, t}) =
ikr∑

i=ik�

ci,t + dik�,ik�−1 + dikr ,ikr+1.

Let [̂ik1, îk2] be the optimal solution to the problem (5.2) restricted to nonempty
intervals. Let the value of the objective function of problem (5.2) for [̂ik1, îk2] be
Z([̂ik1, îk2]). If Z([̂ik1, îk2]) < Z(∅) then the optimal solution is [i∗k1, i

∗
k2] = [̂ik1, îk2],

otherwise [i∗k1, i
∗
k2] = ∅.

We next demonstrate that îk1 and îk2 can be found by solving two independent
optimization problems.
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Lemma 5.7. The optimal nonempty interval solution, [̂ik1, îk2], can be found by
solving two independent minimization problems for ik1 and ik2, respectively.

Proof. Problem (5.2) that restricted to nonempty intervals is equivalent to

min
ik1:ik�≤ik1≤ik
ik2:ik≤ik2≤ikr

{
C({s}, [ik1, ik]) + C([ik�, ik1), {t}) + C([ik�, ik1), [ik1, ik] ∪ {ik� − 1})

+ C({s}, (ik, ik2]) + C((ik2, ikr], {t}) + C((ik2, ikr], [ik, ik2] ∪ {ikr + 1})
}

= min
ik1:ik�≤ik1≤ik

{
C({s}, [ik1, ik])+C([ik�, ik1), {t})+C([ik�, ik1), [ik1, ik] ∪ {ik� −1})

}

+ min
ik2:ik≤ik2≤ikr

{
C({s}, (ik, ik2])+C((ik2, ikr], {t})+C((ik2, ikr], [ik, ik2] ∪ {ikr +1})

}
� min

ik1:ik�≤ik1≤ik

{
f1(ik1)

}
+ min

ik2:ik≤ik2≤ikr

{
f2(ik2)

}
.

Hence îk1 is found by solving the optimization minik1:ik�≤ik1≤ik
{f1(ik1)} and îk2 is

found by solving the optimization problem minik2 :ik≤ik2≤ikr
{f2(ik2)}.

We first show how to solve problem minik1:ik�≤ik1≤ik
{f1(ik1)}. We evaluate the

objective value f1(ik1) for ik1 = ik�, and compare it to the optimal objective value for
ik1 ∈ [ik� + 1, ik]. The one that gives smaller objective value is the optimal solution
îk1. For ik1 = ik�, the objective value f1(ik�) is

(5.8) f1(ik�) =
ik∑

i=ik�

cs,i.

For ik1 ∈ [ik� + 1, ik], we have the following equation to express the objective value
f1(ik1):

(5.9) f1(ik1) =
ik1−1∑
i=ik�

ci,t +
ik∑

i=ik1

cs,i + dik�,ik�−1 + dik1−1,ik1 .

Let ĩk1 be the minimizer of f1(ik1) for ik1 ∈ [ik� +1, ik]. If there are multiple minima,
ĩk1 takes the largest index, due to the maximal source set requirement. To summarize,

îk1 =

{
ĩk1 if ik� + 1 ≤ ik and f1(̃ik1) ≤ f1(ik�),
ik� otherwise.

We next show how to solve the problem minik2:ik≤ik2≤ikr
{f2(ik2)}. We evaluate

the objective value f2(ik2) for ik2 = ikr , and compare it to the optimal objective
value for ik2 ∈ [ik, ikr −1]. The one that gives a smaller objective value is the optimal
solution îk2. For ik2 = ikr, the objective value f2(ikr) is

(5.10) f2(ikr) =
ikr∑

i=ik+1

cs,i.

For ik2 ∈ [ik, ikr − 1], we have the following equation to express the objective value
f2(ik2):

(5.11) f2(ik2) =
ik2∑

i=ik+1

cs,i +
ikr∑

i=ik2+1

ci,t + dikr ,ikr+1 + dik2+1,ik2 .
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Let ĩk2 be the minimizer of f2(ik2) for ik2 ∈ [ik, ikr − 1]. If there are multiple min-
ima, ĩk2 takes the smallest index, due to the maximal source set requirement. To
summarize,

îk2 =

{
ĩk2 if ik ≤ ikr − 1 and f2(̃ik2) ≤ f2(ikr),
ikr otherwise.

Finally the value of the objective function of problem (5.2) for [̂ik1, îk2] is

Z([̂ik1, îk2]) = f1(̂ik1) + f2(̂ik2).

5.2. Data structure to find node status change interval efficiently. We
observe that (5.7) to (5.11) share two operations, one is the sum of capacities of
source adjacent arcs of nodes in an interval [i, j],

∑j
i′=i cs,i′ , and the other is the sum

of capacities of sink adjacent arcs of nodes in an interval [i, j],
∑j

i′=i ci′,t. It will be
convenient to rewrite these two sums of capacities as

j∑
i′=i

cs,i′ =
j∑

i′=1

cs,i′ −
i−1∑
i′=1

cs,i′ ,

j∑
i′=i

ci′,t =
j∑

i′=1

ci′,t −
i−1∑
i′=1

ci′,t.

To derive these sums easily, we maintain two arrays, (sa(i))i=0,1,...,n and (ta(i))i=0,1,...,n.
sa(i) is the sum of capacities of source adjacent arcs of nodes in [1, i] and ta(i) is the
sum of capacities of sink adjacent arcs of nodes in [1, i]. Formally,

sa(0) = 0; sa(i) = C({s}, [1, i]) =
i∑

j=1

cs,j (i = 1, . . . , n);(5.12)

ta(0) = 0; ta(i) = C([1, i], {t}) =
i∑

j=1

cj,t (i = 1, . . . , n).(5.13)

Note that both arrays can also be defined recursively as

sa(0) = 0; sa(i) = sa(i − 1) + cs,i (i = 1, . . . , n);
ta(0) = 0; ta(i) = ta(i − 1) + ci,t (i = 1, . . . , n).

The two arrays, along with two others to be introduced, will be used throughout the
algorithm.

Equations (5.7), (5.8), and (5.10) in terms of the two arrays result in

Z(∅) =
ikr∑

i=ik�

ci,t + dik�,ik�−1 + dikr ,ikr+1

= ta(ikr) − ta(ik� − 1) + dik�,ik�−1 + dikr ,ikr+1,

f1(ik�) =
ik∑

i=ik�

cs,i = sa(ik) − sa(ik� − 1),

f2(ikr) =
ikr∑

i=ik+1

cs,i = sa(ikr) − sa(ik).
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Equation (5.9) can be rewritten as

f1(ik1) =
ik1−1∑
i=ik�

ci,t +
ik∑

i=ik1

cs,i + dik�,ik�−1 + dik1−1,ik1

=
(
ta(ik1 − 1) − ta(ik� − 1)

)
+

(
sa(ik) − sa(ik1 − 1)

)
+ dik�,ik�−1 + dik1−1,ik1 .

Next we introduce a third array (tms(i))i=0,1,...,n defined as

(5.14) tms(i) = ta(i) − sa(i) + di,i+1 (i = 0, 1, . . . , n).

With these arrays, (5.9) can be simplified to

f1(ik1) = tms(ik1 − 1) − ta(ik� − 1) + sa(ik) + dik�,ik�−1.

Recall that the above equation is the expression of f1(ik1) for ik1 ∈ [ik� + 1, ik], and
we want to find the minimizer of f1(ik1) for ik1 ∈ [ik� + 1, ik]. The only term in
f1(ik1) that depends on ik1 is tms(ik1 − 1), thus the minimizer ĩk1 of f1(ik1), is also
the minimizer of tms(ik1 − 1), for ik1 ∈ [ik� + 1, ik]:

(5.15) ĩk1 = argminik1:ik�+1≤ik1≤ik

{
f1(ik1)

}
= argminik1:ik�+1≤ik1≤ik

{
tms(ik1−1)

}
.

Similarly, for f2(ik2) (ik2 ∈ [ik, ikr − 1]), (5.11) can be rewritten as

f2(ik2) =
ik2∑

i=ik+1

cs,i +
ikr∑

i=ik2+1

ci,t + dikr ,ikr+1 + dik2+1,ik2

=
(
sa(ik2) − sa(ik)

)
+

(
ta(ikr) − ta(ik2)

)
+ dikr ,ikr+1 + dik2+1,ik2 .

A final, fourth, array (smt(i))i=0,1,...,n is

(5.16) smt(i) = sa(i) − ta(i) + di+1,i (i = 0, 1, . . . , n).

Then (5.11) can be further simplified to

f2(ik2) = smt(ik2) − sa(ik) + ta(ikr) + dikr ,ikr+1.

Recall that the above equation is the expression of f2(ik2) for ik2 ∈ [ik, ikr − 1], and
we want to find the minimizer of f2(ik2) for ik2 ∈ [ik, ikr − 1]. The only term in
f2(ik2) that depends on ik2 is smt(ik2), thus the minimizer ĩk2 of f2(ik2), is also the
minimizer of smt(ik2) for ik2 ∈ [ik, ikr − 1]:

(5.17) ĩk2 = argminik2:ik≤ik2≤ikr−1
{
f2(ik2)

}
= argminik2:ik≤ik2≤ikr−1

{
smt(ik2)

}
.

To summarize, we introduced here four arrays: (sa(i))i=0,1,...,n in (5.12),
(ta(i))i=0,1,...,n in (5.13), (tms(i))i=0,1,...,n in (5.14), and (smt(i))i=0,1,...,n in (5.16).
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With the four arrays, ĩk1 is identified by finding the minimum value of a subarray of
array (tms(i))i=0,1,...,n according to (5.15), ĩk2 is identified by finding the minimum
value of a subarray of array (smt(i))i=0,1,...,n according to (5.17). After we identify
ĩk1 and ĩk2, we evaluate and compare f1(ik�) to f1(̃ik1) to identify îk1, and evaluate
and compare f2(ikr) to f2(̃ik2) to identify îk2. The process also gives us the objec-
tive value of Z([̂ik1, îk2]). Finally, we evaluate Z(∅) and compare it to Z([̂ik1, îk2]) to
identify [i∗k1, i

∗
k2]. Evaluating all the above objective values involves querying different

specific elements of the four arrays.
In our algorithm, we implement the four arrays using a data structure introduced

in Appendix B. Using the data structure, the operations of identifying the minimum
value of any subarray of an array; querying a specific element of an array; updating the
arrays from graph Gk−1 to Gk, can all be done efficiently, in complexity O(log n) per
operation. Therefore the node status change interval [i∗k1, i

∗
k2] and the array updates

can be computed efficiently.

5.3. The complete �1-GIMR-Algorithm. To summarize, the algorithm pro-
ceeds from Gk−1 to Gk by checking the status of node ik. If this node is an s-node
then it is possible that the minimum cut in Gk−1 is changed when the graph is up-
dated to Gk. In that case, the algorithm identifies the node status change interval
with respect to ik, [i∗k1, i

∗
k2]. If this interval is not empty then the nodes in the in-

terval change their status from s to t. This triggers a change in the set of s-intervals
of Gk−1 by decomposing one s-interval to up to two new s-intervals in Gk. Once the
s-intervals have been updated, the iteration for k terminates.

We next present the pseudocode for �1-GIMR-Algorithm, followed by an explana-
tion of the subroutines used:
�1-GIMR-Algorithm
input: {wi, ai}i=1,...,n and {di,i+1, di+1,i}i=1,...,n−1 in �1-GIMR (5.1).
output: An optimal solution {x∗

i }i=1,...,n.
begin
1 Sort the ai’s as ai1 < ai2 < · · · < ain ;
2 initialization();
3 for k := 1, . . . , n:
4 {Update graph}update arrays(ik, −wik

, wik
);

5 if status(ik) = s then
6 [ik�, ikr] := get s interval(ik);
7 [i∗k1, i

∗
k2] := find status change interval(ik�, ik, ikr);

8 if [i∗k1, i
∗
k2] = ∅ then

9 for i ∈ [i∗k1, i
∗
k2]: x∗

i := aik
, status(i) := t;

10 update s interval(ik�, i
∗
k1, i

∗
k2, ikr);

11 end if
12 end if
13 end for
14 return {x∗

i }i=1,...,n;
end

At line 2, We use initialization() to initialize all the data structures for G0 that are
needed in the algorithm, including the set of s-intervals, the four arrays, and the status
of all the nodes. The data structure for the set of s-intervals is introduced in Ap-
pendix A. G0 contains a single s-interval [1, n]. Appendix A.1 shows that initializing
the set of s-intervals containing a single s-interval [1, n] is done in O(1) time using the
data structure. The data structure for the four arrays is introduced in Appendix B.
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Appendix B.1 shows that initializing the four arrays for G0 is done in time O(n log n)
using the data structure. We implement the status of all the nodes as a simple boolean
array such that status(i) is the status of node i for i = 1, . . . , n. As all nodes are
in the maximal source set in the minimum cut in G0, initially status(i) = s for all
i = 1, . . . , n, which is initialized in O(n) time. Hence the complexity of initialization()
is O(n log n).

At line 3, the for loop computes, in the kth iteration, the minimum cut in Gk from
the minimum cut in Gk−1. At line 4 we first call subroutine update arrays(ik, −wik

, wik
)

to update the values of the four arrays from Gk−1 to Gk. Recall that graph Gk is
obtained from graph Gk−1 by changing only the capacities cs,ik

and cik,t. Thus the
values of the four arrays are updated as follows:

∀i ∈ [ik, n] :

sa(i) := sa(i) − wik
,

ta(i) := ta(i) + wik
,

tms(i) := tms(i) + 2wik
,

smt(i) := smt(i) − 2wik
.

Note that the above operations are all to add the same constant to a subarray. We
show in Appendix B.2 that adding the same constant to a subarray of size O(n) can
be done in complexity O(log n) using the data structure for the array. Hence the
complexity of update arrays is O(log n) with a pseudocode provided in Appendix B.2.

At line 5 we check whether ik is an s-node in Gk−1, that is, whether ik ∈ Sk−1,
and if so, there is a potential change of status of nodes. If ik is an s-node, we pro-
ceed to the if statement to identify the node status change interval [i∗k1, i

∗
k2]. We

first find the s-interval [ik�, ikr] w.r.t. node ik in Gk−1. This is implemented in sub-
routine [ik�, ikr] := get s interval(ik) at line 6. The data structure for the (disjoint)
s-intervals maintains them sorted in increasing order of their left endpoints. This al-
lows us to identify [ik�, ikr] with the binary search in O(log n) time. The pseudocode
of get s interval is given in Appendix A.2. With the values of ik and [ik�, ikr], the
algorithm proceeds to subroutine [i∗k1, i

∗
k2] := find status change interval(ik�, ik, ikr) at

line 7 to identify [i∗k1, i
∗
k2] by solving the optimization problem (5.2) according to the

procedure shown in section 5.2. Appendix B shows that using the data structure,
it takes O(log n) time to identify the minimum value of any subarray of an array
and O(log n) time to query a specific element of an array. Hence the complexity of
find status change interval is O(log n). The pseudocode for find status change interval
is in Appendix B.3.

If [i∗k1, i
∗
k2] is nonempty, checked at line 8, we proceed to line 9 to record the

optimal values of all xi for all node i in the node status change interval [i∗k1, i
∗
k2],

as x∗
i = aik

, and update the status of node i from s in Gk−1 to t in Gk. The
s-interval [ik�, ikr] in Gk−1 is then decomposed into at most two new nonempty s-
intervals in Gk, [ik�, i

∗
k1 − 1] (if i∗k1 > ik�) and [i∗k2 + 1, ikr] (if i∗k2 < ikr), while all the

other s-intervals in Gk−1 remain unchanged in Gk. This is achieved by subroutine
update s interval(ik�, i

∗
k1, i

∗
k2, ikr) at line 10 by removing the s-interval [ik�, ikr] from

the data structure and inserting the decomposed nonempty s-intervals [ik�, i
∗
k1 − 1]

and [i∗k2 + 1, ikr] into the data structure. Appendix A.3 shows that the data struc-
ture can complete the above operations, while keeping the s-intervals sorted, in
O(log n) time. Hence the complexity of update s interval is O(log n). The pseudocode
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of update s interval is in Appendix A.3. The optimal solution is returned at line
14.

It takes O(n log n) time to sort the breakpoints ai’s. In each iteration of the for
loop starting at line 3, each of the four subroutines called takes O(log n) time. For each
node i ∈ V = [1, n], its corresponding decision variable gets optimal value assigned
exactly once, and it changes status from s to t exactly once over the n iterations.
Thus the amortized complexity of line 9 is O(1) in each iteration. Therefore each
iteration takes amortized time O(log n). This completes the proof of Theorem 5.1.

In addition, reading the input data and outputting the optimal solution take
O(n) time in total. Thus the total complexity of �1-GIMR-Algorithm is O(n log n). We
therefore conclude the following.

Theorem 5.8. �1-GIMR-Algorithm solves problem �1-GIMR (5.1) in O(n log n)
time.

6. Extending �1-GIMR-Algorithm to GIMR-Algorithm. The key ideas used
in �1-GIMR-Algorithm are extended here for GIMR (1.1) of general convex piecewise
linear deviation functions. The adjustments required are described below.

First we note that without loss of generality, any convex piecewise linear deviation
function fpl

i (xi) with box constraints for the variable �i ≤ xi ≤ ui, is equivalent to a
convex piecewise linear function without the box constraints:

f̃pl
i (xi) =

⎧⎪⎪⎨
⎪⎪⎩

fpl
i (�i) − M(xi − �i) for xi < �i,

fpl
i (xi) for �i ≤ xi ≤ ui,

fpl
i (ui) + M(xi − ui) for xi > ui

for M sufficiently large. Therefore GIMR is unconstrained, without loss of generality,
with the first piece of each convex piecewise linear function having negative (nonpos-
itive) slope (wi,0 = −M) and the last piece of each convex piecewise linear function
having positive (nonnegative) slope (wi,qi = M).

The running time of GIMR-Algorithm is proved in Theorem 6.1.

Theorem 6.1. GIMR (1.1) is solved in O(q log n) time, where q is the total num-
ber of breakpoints of the n arbitrary convex piecewise linear deviation functions.

Proof. For GIMR (1.1), the structure of G0 remains as in Figure 1 as for �1-GIMR
(5.1) with cs,i = −wi,0 > 0 and ci,t = 0 for all i = 1, . . . , n. Thus the minimum cut in
G0 is ({s} ∪ V, {t}). Hence subroutine initialization() is still valid for GIMR (1.1) in
the same complexity.

For GIMR (1.1), as for �1-GIMR (5.1), all arc capacities other than cs,ik
and

cik,t are the same for both Gk−1 and Gk. But the construction of Gk from Gk−1
is more complicated than that in �1-GIMR. Recall that from Gk−1 to Gk, the right
subgradient of fpl

ik
changes from wik,jk−1 to wik,jk

. Thus depending on the signs of
wik,jk−1 and wik,jk

, we have the following three possible cases:
Case 1. wik,jk−1 ≤ 0, wik ,jk

≤ 0: cs,ik
is changed from −wik,jk−1 to −wik,jk

.
Case 2. wik,jk−1 ≤ 0, wik,jk

≥ 0: cs,ik
is changed from −wik,jk−1 to 0 and

cik,t is changed from 0 to wik ,jk
.

Case 3. wik,jk−1 ≥ 0, wik ,jk
≥ 0: cik,t is changed from wik,jk−1 to wik,jk

.
The capacities of other arcs do not change.

Accordingly, the four arrays are updated for each one of these three cases as
follows:
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Case 1. wik,jk−1 ≤ 0, wik,jk
≤ 0:

∀i ∈ [ik, n] :

sa(i) := sa(i) − (wik,jk
− wik ,jk−1),

tms(i) := tms(i) + (wik,jk
− wik ,jk−1),

smt(i) := smt(i) − (wik,jk
− wik ,jk−1).

Case 2. wik,jk−1 ≤ 0, wik,jk
≥ 0:

∀i ∈ [ik, n] :

sa(i) := sa(i) + wik,jk−1,

ta(i) := ta(i) + wik,jk
,

tms(i) := tms(i) + (wik,jk
− wik ,jk−1),

smt(i) := smt(i) − (wik,jk
− wik ,jk−1).

Case 3. wik,jk−1 ≥ 0, wik,jk
≥ 0:

∀i ∈ [ik, n] :

ta(i) := ta(i) + (wik,jk
− wik ,jk−1),

tms(i) := tms(i) + (wik,jk
− wik ,jk−1),

smt(i) := smt(i) − (wik,jk
− wik ,jk−1).

Although seemingly more complicated, all the above operations amount to
adding a constant to a subarray, which can be done efficiently using the data struc-
ture for the four arrays. The above update is done by calling the subroutine
update arrays(ik, wik ,jk−1, wik,jk

) in complexity O(log n) (see Appendix B.2 for pseu-
docode). Note that the �1 deviation function in �1-GIMR (5.1) is a special case of
Case 2 above where wik,jk−1 < 0, wik,jk

> 0, and −wik,jk−1 = wik ,jk
.

On the other hand, since all arc capacities other than cs,ik
and cik,t are the same

for both Gk−1 and Gk, Lemmas 5.2, 5.3, and 5.4 and Corollary 5.5 for �1-GIMR (5.1)
hold true for GIMR (1.1). As a result, the procedure to identify the node status change
interval [i∗k1, i

∗
k2] in graph Gk for �1-GIMR, shown in sections 5.1 and 5.2, also applies

to GIMR. This implies that subroutines get s interval, find status change interval, and
update s interval are still valid for GIMR in the same complexity, respectively, as for
�1-GIMR. Thus Theorem 5.1 holds for GIMR.

The complete GIMR-Algorithm follows.
GIMR-Algorithm
input: {{ai,1, . . . , ai,qi}, {wi,0, . . . , wi,qi}}i=1,...,n and {di,i+1, di+1,i}i=1,...,n−1 in GIMR
(1.1).
output: An optimal solution {x∗

i }i=1,...,n.
begin

Sort the breakpoints of all the n convex piecewise linear functions as ai1,j1 <
ai2,j2 < · · · < aiq,jq ;
initialization();
for k := 1, . . . , q:

{Update graph}update arrays(ik, wik,jk−1, wik ,jk
);

if status(ik) = s then
[ik�, ikr] := get s interval(ik);
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[i∗k1, i
∗
k2] := find status change interval(ik�, ik, ikr);

if [i∗k1, i
∗
k2] = ∅ then

for i ∈ [i∗k1, i
∗
k2]: x∗

i := aik,jk
, status(i) := t;

update s interval(ik�, i
∗
k1, i

∗
k2, ikr);

end if
end if

end for
return {x∗

i }i=1,...,n;
end

Reading the input data takes O(q) time. Sorting the q breakpoints from n or-
dered lists takes O(q log n) time [12]. The amortized complexity of each iteration
in the for loop remains O(log n), thus for the q iterations the total complexity is
O(q log n). Finally it takes O(n) time to output the optimal solution. Therefore the
total complexity of GIMR-Algorithm is O(q log n).

Remark 6.2. The discussion above and algorithms’ presentations assume that all
breakpoints are distinct. However, when this is not the case and a breakpoint is shared
by more than one function, the algorithms still work in the same way, by breaking ties
arbitrarily: A breakpoint is associated with a function or a variable, or with multiple
functions and variables. The ordering of the variables that correspond to the same
breakpoint can be selected arbitrary. To see that, consider a “perturbed” problem,
in which small perturbations are applied to the original shared breakpoints so as to
break the ties. The values that the optimal variables would then assume are either
values of the breakpoints or the perturbed breakpoints. Since the perturbations can
be made arbitrarily small, it follows that the optimal variables values will be among
the “unperturbed” breakpoints.

Remark 6.3. The GIMR-Algorithm is applicable for solving, not only the contin-
uous, but also the integer GIMR (1.1) problem. In [18] it is proved in the threshold
theorem (Theorem 3.1) that the integer optimal solution can only take values at ar-
guments where at least one function’s integer subgradient, f ′(x) = f(x + 1) − f(x),
changes. For piecewise linear functions that can have noninteger breakpoints, the
subgradients can only change at integer arguments that are the breakpoints of the
piecewise linear functions rounded up or down. Therefore instead of considering only
the q breakpoints, as is the continuous case proved in Lemma 4.1, the integer case
requires us to consider up to 2q breakpoints. Therefore the running time of GIMR-
Algorithm for the integer version of GIMR is the same as for the continuous version,
O(q log n).

7. Experimental study. We implement GIMR-Algorithm in C++ in Microsoft
Visual Studio 2015. We use the “set” data structure object in C++ standard template
library (STL) to maintain the set of s-intervals in the algorithm. The dynamic path
data structure has been implemented according to [43]. In order to assess the perfor-
mance of GIMR-Algorithm in practice, we compare our software implementation with
Gurobi, a commercial linear programming solver, on 30 simulated data sets of various
sizes. Both algorithms are run on the same laptop with an Intel(R) Core i7-6820HQ
CPU at 2.70 GHz, 32 GB RAM, and 64-bit Windows 10 operating system.

The GIMR problem can be formulated as a linear programming problem: Let
bi,j = fpl

i (ai,j) for i = 1, . . . , n; j = 1, . . . , qi. It is easy to see that the following linear
programming problem has the same optimal solution as GIMR (1.1), where ui is the
upper envelope of the qi lines,

{
wi,0(xi − ai,1) + bi,1, {wi,j(xi − ai,j) + bi,j}j=1,...,qi

}
,
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Table 2

Running time (in seconds) comparison between GIMR-Algorithm and Gurobi for solving GIMR
(1.1). The numbers reported are the average running times (standard deviations).

Time (in seconds)
(n, q̄) GIMR-Algorithm Gurobi
(100, 100) 0.17(0.013) 1.64(0.034)
(100, 1000) 1.47(0.079) 15.59(0.29)
(1000, 100) 1.97(0.035) 16.37(0.50)
(1000, 1000) 16.33(0.12) 148.46(0.40)
(1000, 10000) 174.06(9.86) 1608.36(61.66)
(10000, 1000) 190.53(3.62) 1559.07(63.41)

which correspond to the qi linear pieces of function fpl
i (xi):

min
{ui,xi}i=1,...,n

{zi,i+1,zi+1,i}i=1,...,n−1

n∑
i=1

ui +
n−1∑
i=1

di,i+1zi,i+1 +
n−1∑
i=1

di+1,izi+1,i

s.t. ui ≥ wi,0(xi − ai,1) + bi,1, i = 1, . . . , n,

ui ≥ wi,j(xi − ai,j) + bi,j, i = 1, . . . , n; j = 1, . . . , qi,

xi − xi+1 ≤ zi,i+1, i = 1, . . . , n − 1,

xi+1 − xi ≤ zi+1,i, i = 1, . . . , n − 1,

�i ≤ xi ≤ ui, i = 1, . . . , n,

zi,i+1, zi+1,i ≥ 0, i = 1, . . . , n − 1.

The simulated data sets. In the generated data sets there are no box con-
straints. For each convex piecewise linear deviation function, we let the slope of the
first linear piece be negative and the slope of the last linear piece be positive. That
guarantees that the problem has an optimal solution in a bounded interval. In the sep-
aration terms, we set di,i+1 = di+1,i = di, thus di,i+1(xi−xi+1)++di+1,i(xi+1−xi)+ =
di|xi − xi+1|. We set the number of breakpoints of each piecewise linear function
fpl

i (xi), qi, to all be equal to a common value q̄. Thus the total number of break-
points of the n convex piecewise linear functions is q = nq̄. For each pair of (n, q̄),
we generate 5 random problem instances, by randomly generating 5 groups of q̄ + 1
slope values, q̄ breakpoints (for each convex piecewise linear deviation function), and
di coefficients for the separation terms. The slopes of each fpl

i (xi) are randomly gen-
erated in increasing order as follows: We first sample the value of wi,0 from a uniform
distribution on (−q̄, 0). Each subsequent breakpoint wi,j (j = 1, . . . , qi) is generated
by adding a uniformly sampled random real value from (0, 100) to wi,j−1. The break-
points of fpl

i (xi) are generated in increasing order as follows: A first value, denoted as
ai,0, is sampled with uniform distribution from (−q̄, 0). This value is not a breakpoint.
Each subsequent breakpoint ai,j (j = 1, . . . , qi) is generated by adding a uniformly
sampled real value from (0, 100) to ai,j−1. This guarantees that the generated slopes
and breakpoints are strictly increasing in each convex piecewise linear function. Each
di value is sampled uniformly from the interval (0, q̄).

We compare the average running times of GIMR-Algorithm and Gurobi for the 5
random instances of GIMR for each pair of (n, q̄). We report the average running
times(standard deviations) for all six families of problem instances in Table 2.

From Table 2 one can see that GIMR-Algorithm is approximately 10 times faster
than Gurobi for each problem size with a smaller standard deviation.



2588 DORIT S. HOCHBAUM AND CHENG LU

8. Concluding remarks. We describe here an efficient algorithm that solves
GIMR (1.1), generalizing isotonic median regression and a class of fused lasso prob-
lems with wide applications in signal processing, bioinformatics, and statistical learn-
ing. The algorithm proposed here is the first known unified, and most efficient in
terms of complexity to date, for IMR, SIMR, and fused lasso problems with convex
piecewise linear deviation functions. The latter includes the Q-FL and the Q-wFL
problems. For all these problems our algorithm improves or matches on previous
complexities of a collection of specialized algorithms and offers a unified framework
for all these problems. The unified framework here is also amenable to extensions to
other generalized versions of GIMR, that include generalized IMR on simple structure
graphs, such as directed trees or cycles. The algorithm devised here is also shown to
work well in practice, as demonstrated in an empirical study.

Appendix A. Red-black tree data structure to maintain s-intervals.
A red-black tree is a binary search tree. Each node of the tree contains the following
five fields [12]:
color : The “color” of a node. Its value is either RED or BLACK.
key: The “key” value of a node. It is a scalar.
left, right : The pointers to the left and the right child of a node. If the corresponding
child does not exist, the corresponding pointer has value NIL.
p: The pointer to the parent of a node. If the node is the root node, the pointer value
is NIL.

As it is a binary search tree, the keys of the nodes are comparable. Furthermore,
it has the following two properties [12]:

1. Binary-search-tree property: Let x be a node in a binary search tree. If y is
a node in the left subtree of x, then key[y] ≤ key[x]. If y is a node in the right subtree
of x, then key[y] ≥ key[x].

2. Tree height property: A red-black tree with n nodes has height at most
2 log(n + 1).

We use a red-black tree data structure T to represent the set of s-intervals.
Each node of the tree represents one s-interval. Due to the disjointness property
of s-intervals, every s-interval is uniquely identified by its two endpoints. Thus
we extend the key field from a scalar to a tuple: For a node x representing an
s-interval [i�, ir], the key field of x, key[x], contains two values, key[x].f irst and
key[x].second, such that key[x].f irst = i� and key[x].second = ir. As a result, we
also define a comparison between the key tuples of two nodes, which can also be
viewed as a comparison between their corresponding s-intervals: For any two nodes
x1 (representing an s-interval [i�1, ir1]) and x2 (representing an s-interval [i�2, ir2]), we
define

1. key[x1] < key[x2]: if key[x1].second = ir1 < i�2 = key[x2].f irst. It is the
case where [i�1, ir1] is on the left of [i�2, ir2];

2. key[x1] = key[x2]: if key[x1].f irst = i�1 = i�2 = key[x2].f irst. It implies
that key[x1].second = ir1 = ir2 = key[x2].second. It is the case where x1 and x2 refer
to the same tree node and the same s-interval;

3. key[x1] > key[x2]: if key[x1].f irst = i�1 > ir2 = key[x2].second. It is the
case where [i�1, ir1] is on the right of [i�2, ir2].
As s-intervals do not overlap, the comparison of any two (possibly identical) nodes in
the tree must fall into exactly one of the above three outcomes.

The above is our only extension of the red-black tree discussed in [12] in our
algorithm. Since any two different nodes in the tree represent different s-intervals,
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the binary-search-tree property still holds with the two inequalities being strict, i.e.,
“ ≤ ” → “ < ”. The tree height property still satisfies as its proof in [12] does not
involve the key fields.

A.1. Initializing the red-black tree with a single s-interval. In each of
the two algorithms presented in the paper, the red-black tree is initialized with a
single s-interval [1, n]. This is achieved by a subroutine z := new node(i�, ir) initial-
izing a new node z for s-interval [i�, ir], such that color[z] = RED, key[z].f irst =
i�, key[z].second = ir, and left[z] = right[z] = p[z] = NIL [12]. This is done
in O(1) time [12]. Thus the initialization of the tree is completed by calling z :=
new node(1, n). Node z is the root of the tree.

A.2. Pseudocode of subroutine [ik�, ikr] := get s interval(ik). Let root[T ]
represent the root node of the red-black tree T . The pseudocode of get s interval is
[ik�, ikr] := get s interval(ik)
begin

z := root[T ];
while z = NIL:

if ik ≥ key[z].f irst and ik ≤ key[z].second {node ik is in the s-interval
represented by node z}
then ik� := key[z].f irst, ikr := key[z].second; return [ik�, ikr];
else if ik < key[z].f irst
then z := left[z];
else z := right[z];
end if

end while
end

The correctness of the pseudocode is justified by the binary-search-tree property
with the extended comparison for the key tuples. The complexity is determined by
the height of the tree. Note that since all s-intervals are originally decomposed from
the initial s-interval [1, n], then the number of s-intervals generated throughout the
algorithm is at most n. Thus the red-black tree has at most n nodes. Therefore the
tree height is at most 2 log(n + 1). As a result, the complexity of get s interval is
O(log n).

A.3. Pseudocode of subroutine update s interval(ik�, i∗
k1, i∗

k2, ikr). Cor-
men et al. in [12] define and analyze the following three operations on a red-black
tree with scalar key values:

1. TREE-SEARCH(T , k): Searching for a node in red-black tree T with a given
key value k. It returns a pointer to a node with key k if one exists; otherwise it returns
NIL. In our case the key value is a tuple and the comparison of scalar key values is
extended to key tuples.

2. RB-INSERT(T ,z): Inserting a node z into red-black tree T . The pseudo-
code involves comparing the key values of two nodes, where we can simply apply our
definition of a key tuple comparison. As a result, literally there is no change to the
pseudocode of RB-INSERT(T , z) in our extension.

3. RB-DELETE(T , z): Deleting a node z from red-black tree T . The pseudo-
code does not involve the key field, hence it is directly applicable to our extension.
Cormen et al. in [12] prove that each of the above operations has complexity O(log n)
for a tree of at most n nodes. The complexities are the same in our case with key
tuples.
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update s interval is implemented by calling the above three built-in operations,
and the new node subroutine. It changes the red-black tree T .
update s interval(ik�, i

∗
k1, i

∗
k2, ikr)

begin
z := TREE-SEARCH(T, (ik�, ikr));
RB-DELETE(T, z);
if ik� ≤ i∗k1 − 1 then z := new node(ik�, i

∗
k1 − 1); RB-INSERT(T, z); end if

if i∗k2 + 1 ≤ ikr then z := new node(i∗k2 + 1, ikr); RB-INSERT(T, z); end if
end

As the tree has at most n nodes, each call to update s interval takes O(log n) time.

Appendix B. Dynamic path data structure to maintain the four arrays.
Dynamic path [43] is a data structure for a collection of vertex-disjoint paths. Each

path in the collection is an undirected symmetric path, where each edge has a real-
valued cost.

Each internal vertex of a path has two edges adjacent to it. To distinguish the
two edges, we define the following terminology. We designate one end of the path as
head and the other end as tail [43]. For any internal vertex v, we define the vertex
before vertex v as the index of the adjacent vertex of v that is closer to the head of
the path. Similarly, we define the vertex after vertex v as the index of the adjacent
vertex of v that is closer to the tail of the path [43]. For head vertex v, the vertex
before vertex v does not exist. Likewise, for tail vertex v, the vertex after vertex v
does not exist. The designation of the head and tail vertices is arbitrary. If the head
and tail vertices are reversed, the references to the vertices before and after vertex v
are also reversed accordingly.

The following 11 operations are supported in dynamic paths [43]:
p := path(v): Return the path p containing vertex v.
v := head(p): Return the head vertex v of path p.
v := tail (p): Return the tail vertex v of path p.
u := before(v): Return the vertex u before vertex v on path(v). If v is the

head of the path, return NIL.
u := after (v): Return the vertex u after vertex v on path(v). If v is the tail

of the path, return NIL.
x := pcost(v): Return the real-valued cost x of the edge (v, after (v)). If

vertex v is the tail of the path, return NIL.
v := pmincost(p): Return the vertex v closest to tail(p) such that (v, after (v))

has minimum cost among edges on path p. If p contains only one vertex (degenerate
case), return NIL.

pupdate(p, x): Add real value x to the cost of every edge on path p.
reverse(p): Reverse the direction of path p, making the head the tail and

vice versa.
p3 := concatenate(p1, p2, x): Merge paths p1 and p2 by adding the edge

(tail (p1), head(p2)) of real-valued cost x. Return the merged path p3.
[p1, p2, x, y] := split(v): Divide path(v) into (up to) three parts by deleting

the edges incident to v. Return a list [p1, p2, x, y], where p1 is the subpath consisting of
all vertices from head(path(v)) to before(v), p2 is the subpath consisting of all vertices
from after(v) to tail(path(v)), x is the cost of the deleted edge (before(v), v), and y
is the cost of the deleted edge (v, after (v)). If v is originally the head of path(v), p1
is NIL and x is undefined; if v is originally the tail of path(v), p2 is NIL and y is
undefined.
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A dynamic path is implemented as a full balanced binary tree [43]. Each vertex
of the path is constructed as a leaf node of the tree and each edge of the path is
constructed as a nonleaf node of the tree, which stores the edge cost as a node field.
Besides, each node in the tree contains various other fields in support of efficient
implementation of the above 11 operations on dynamic paths. The complete details
of the binary tree implementation of a dynamic path was presented in [43, Chap. 4].

We highlight the complexity of each of the above operations: Sleator and Tarjan in
[43] show that, for a collection of dynamic paths with a total of O(n) vertices, head(p),
tail(p), pupdate(p, x), and reverse(p) each takes O(1) time and path(v), before(v),
after(v), pcost(v), pmincost(p), concatenate(p1, p2, x), and split(v) each takes O(log n)
time.

We define the following two additional split operations that are more convenient
to use for our purpose:

[p1, p2, x] := split-before(v): Divide path(v) into (up to) two parts by deleting
the edge (before(v), v). Return a list [p1, p2, x], where p1 is the subpath consisting of
all vertices from head(path(v)) to before(v), p2 is the subpath consisting of all vertices
from v to tail(path(v)), x is the cost of the deleted edge (before(v), v). If v is originally
the head of path(v), p1 is NIL and x is undefined.

[p1, p2, y] := split-after (v): Divide path(v) into (up to) two parts by deleting
the edge (v, after (v)). Return a list [p1, p2, y], where p1 is the subpath consisting of
all vertices from head(path(v)) to v, p2 is the subpath consisting of all vertices from
after(v) to tail(path(v)), y is the cost of the deleted edge (v, after (v)). If v is originally
the tail of path(v), p2 is NIL and y is undefined.

Both split-before and split-after can be implemented efficiently using concatenate
and split :
[p1, p2, x] := split-before(v)
begin

[p1, p2, x, y] := split(v);
if p2 = NIL then p2 := concatenate(v, p2, y);
else p2 := [v, v]; {a path with single vertex v}
end if
return [p1, p2, x];

end
[p1, p2, y] := split-after (v)
begin

[p1, p2, x, y] := split(v);
if p1 = NIL then p1 := concatenate(p1, v, x);
else p1 := [v, v]; {a path with single vertex v}
end if
return [p1, p2, y];

end
Since each subroutine calls one split and one concatenate operation, the complex-

ity of split-before(v) and split-after(v) is each O(log n). We include split-before(v) and
split-after(v) into our pool of dynamic path operations.

B.1. Initializing the four arrays for G0. For GIMR (1.1), the four arrays
are initiated for G0 as follows:
begin

sa(0) := 0, sa(i) := sa(i − 1) − wi,0 for i = 1, . . . , n;
psa := init dynamic path((sa(i))i=0,1,...,n);
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Fig. 5. parray is a dynamic path constructed from array (array(i))i=0,1,...,n. In parray, we
designate vertex varray

0 as head and vertex varray
n+1 as tail. parray is implemented as a single full

balanced binary tree of n + 1 nonleaf nodes and n + 2 leaf nodes.

ta(i) := 0, for i = 0, 1, . . . , n;
pta := init dynamic path((ta(i))i=0,1,...,n);
tms(0) := 0, tms(i) := ta(i) − sa(i) + di,i+1, for i = 1, . . . , n − 1, tms(n) :=
ta(n) − sa(n);
ptms := init dynamic path((tms(i))i=0,1,...,n);
smt(0) := 0, smt(i) := sa(i) − ta(i) + di+1,i, for i = 1, . . . , n − 1; smt(n) :=
sa(n) − ta(n);
psmt := init dynamic path((smt(i))i=0,1,...,n);

end
Note that for �1-GIMR (5.1), wi,0 = −wi. An ordinary array is converted into

a dynamic path by subroutine parray := init dynamic path((array(i))i=0,1,...,n), which
takes as argument an array (array(i))i=0,1,...,n and returns a dynamic path parray

constructed from the array.
Let (array(i))i=0,1,...,n be any of the four arrays of n + 1 elements. We can

construct a dynamic path parray of n + 2 vertices, from vertex varray
0 to varray

n+1 , such
that the cost of edge (varray

i , varray
i+1 ) is array(i) for i = 0, 1, . . . , n (see Figure 5).

We use the concatenate operation to construct parray from array (array(i))i=0,1,...,n.
The pseudocode is the following:
parray := init dynamic path((array(i))i=0,1,...,n)
begin

Initialize dynamic path parray of a single vertex varray
0 , i.e., parray

:= [varray
0 , varray

0 ];
for i := 0, . . . , n:

Create dynamic path q of a single vertex varray
i+1 , i.e., q := [varray

i+1 , varray
i+1 ];

parray := concatenate(parray, q, array(i));
end for
return parray;

end
It takes O(1) time to create a single vertex dynamic path [43], therefore, the

complexity of the subroutine is O(n log n).
Note that by the definition of the concatenate operation, parray has vertex varray

0
as head and vertex varray

n+1 as tail. Recall that pcost(v) returns the cost of edge
(v, after (v)), hence array(i) is accessed by calling pcost(varray

i ).

B.2. Pseudocode of subroutine update arrays(ik, wik,jk−1, wik,jk). We de-
fine subroutine update constant(parray, ik, w) that adds a constant value w to the
subpath of dynamic path parray that corresponds to the subarray from array(ik) to
array(n).
update constant(parray, ik, w)
begin

[p, q, x] := split-before(varray
ik

); {q is the subpath corresponding to the subar-
ray array(ik) to array(n)}
pupdate(q, w); {∀j ∈ [ik, n] : array(j) := array(j) + w}
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if p = NIL then parray := concatenate(p, q, x); else parray := q; end if
{Merge the split vertex-disjoint paths p and q back to a single dynamic path
parray corresponding to the whole array (array(i))i=0,1,...,n}

end
The complexity of each call to update constant is O(log n).

With update constant, update arrays is implemented as follows:
update arrays(ik, wik ,jk−1, wik,jk

)
begin

if wik ,jk−1 ≤ 0 and wik,jk
≤ 0 then

update constant(psa, ik, −(wik,jk
− wik,jk−1));

update constant(ptms, ik, wik,jk
− wik ,jk−1);

update constant(psmt, ik, −(wik,jk
− wik,jk−1));

else if wik,jk−1 ≤ 0 and wik,jk
≥ 0 then

update constant(psa, ik, wik,jk−1);
update constant(pta, ik, wik,jk

);
update constant(ptms, ik, wik,jk

− wik ,jk−1);
update constant(psmt, ik, −(wik,jk

− wik,jk−1));
else if wik,jk−1 ≥ 0 and wik,jk

≥ 0 then
update constant(pta, ik, wik,jk

− wik,jk−1);
update constant(ptms, ik, wik,jk

− wik ,jk−1);
update constant(psmt, ik, −(wik,jk

− wik,jk−1));
end if

end
As update arrays makes constant a number of calls to update constant, then the

complexity of update arrays is O(log n).
For the special case of �1-GIMR (5.1), update arrays is called with argument

wik,jk−1 = −wik
and wik,jk

= wik
.

B.3. A pseudocode of subroutine [i∗
k1, i∗

k2]. The following pseudocode op-
erates on the dynamic paths of the four arrays:
[i∗k1, i

∗
k2] := find status change interval(ik�, ik, ikr)

begin
{Identify îk1}
if ik� = ik then îk1 := ik�, f1(̂ik1) = pcost(vsa

ik
) − pcost(vsa

ik�−1);
else

{Identify ĩk1 ∈ [ik� + 1, ik]}
[p1, p2, x] := split-before(vtms

ik�
); {Path ptms is split into path p1 and path

p2}
[q1, q2, y] := split-after (vtms

ik
); {Path p2 is split into path q1 and path q2.

Path q1 corresponds to the subarray tms(ik�) to tms(ik − 1)}
ĩk1 := pmincost(q1) + 1;
{Recover a single dynamic path ptms for (tms(i))i=0,1,...,n}
if q2 = NIL then ptms := concatenate(q1, q2, y); else ptms := q1; end
if
if p1 = NIL then ptms := concatenate(p1, ptms, x); end if
f1(̃ik1) := pcost(vtms

ĩk1−1
) − pcost(vta

ik�−1) + pcost(vsa
ik

) + dik�,ik�−1;
f1(ik�) := pcost(vsa

ik
) − pcost(vsa

ik�−1);
if f1(̃ik1) ≤ f1(ik�) then îk1 := ĩk1, f1(̂ik1) := f1(̃ik1); else îk1 := ik�,
f1(̂ik1) := f1(ik�); end if

end if
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{Identify îk2}
if ikr = ik then îk2 := ikr; f2(̂ik2) := pcost(vsa

ikr
) − pcost(vsa

ik
);

else
{Identify ĩk2 ∈ [ik, ikr − 1]}
[p1, p2, x] := split-before(vsmt

ik
); {Path psmt is split into path p1 and path

p2}
[q1, q2, y] := split-after (vsmt

ikr
); {Path p2 is split into path q1 and path q2.

Path q1 corresponds to the subarray smt(ik) to smt(ikr − 1)}
reverse(q1); {Make vsmt

ik
as the tail and vsmt

ikr
as the head}

ĩk2 := pmincost(q1);
reverse(q1); {Resume vsmt

ik
as the head and vsmt

ikr
as the tail}

{Recover a single dynamic path psmt for (smt(i))i=0,1,...,n}
if q2 = NIL then psmt := concatenate(q1, q2, y); else psmt := q1; end
if
if p1 = NIL then psmt := concatenate(p1, psmt, x); end if
f2(̃ik2) := pcost(vsmt

ĩk2
) − pcost(vsa

ik
) + pcost(vta

ikr
) + dikr ,ikr+1;

f2(ikr) := pcost(vsa
ikr

) − pcost(vsa
ik

);
if f2(̃ik2) ≤ f2(ikr) then îk2 := ĩk2, f2(̂ik2) := f2(̃ik2); else îk2 := ikr,
f2(̂ik2) := f2(ikr); end if

end if
Z([̂ik1, îk2]) := f1(̂ik1) + f2(̂ik2);
Z(∅) := pcost(vta

ikr
) − pcost(vta

ik�−1) + dik�,ik�−1 + dikr ,ikr+1;
if Z(∅) ≤ Z([̂ik1, îk2]) then [i∗k1, i

∗
k2] := ∅; else [i∗k1, i

∗
k2] := [̂ik1, îk2]; end if

return [i∗k1, i
∗
k2];

end
The number of calls to the dynamic path operations is constant. More precisely,

there are 16 calls to pcost, 2 calls to split-before, 2 calls to split-after, 2 calls to
pmincost, 4 calls to concatenate, and 2 calls to reverse. Therefore the complexity of
find status change interval is O(log n).
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