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The Replenishment Schedule to Minimize Peak Storage Problem: The Gap Between the Continuous and Discrete Versions of the Problem

Dorit S. Hochbaum, Xu Rao

Abstract. The replenishment storage problem (RSP) is to minimize the storage capacity requirement for a deterministic demand, multi-item inventory system, where each item has a given reorder size and cycle length. We consider the discrete RSP, where orderers can only take place at an integer time unit within the cycle. Discrete RSP was shown to be NP-hard for constant joint cycle length (the least common multiple of the length of all individual cycles). We show here that discrete RSP is weakly NP-hard for constant joint cycle length and prove that it is strongly NP-hard for nonconstant joint cycle length. For constant joint cycle-length discrete RSP, we further present a pseudopolynomial time algorithm that solves the problem optimally and the first known fully polynomial time approximation scheme (FPTAS) for the single-cycle RSP. The scheme is utilizing a new integer programming formulation of the problem that is introduced here. For the strongly NP-hard RSP with nonconstant joint cycle length, we provide a polynomial time approximation scheme (PTAS), which for any fixed ε, provides a linear time ε approximate solution. The continuous RSP, where orderers can take place at any time within a cycle, is (with our results) easier than the respective discrete problem. We narrow the previously known complexity gap between the continuous and discrete versions of RSP for the multi-cycle RSP (with either constant or nonconstant cycle length) and the single-cycle RSP with constant cycle length and widen the gap for single-cycle RSP with nonconstant cycle length. For the multi-cycle case and constant joint cycle length, the complexity status of continuous RSP is open, whereas it is proved here that the discrete RSP is weakly NP-hard. Under our conjecture that the continuous RSP is easier than the discrete one, this implies that continuous RSP on multi-cycle and constant joint cycle length (currently of unknown complexity status) is at most weakly NP-hard.

1. Introduction

The replenishment storage problem (RSP) arises in planning a periodic replenishment schedule of multiple items so as to minimize the storage capacity required. RSP is a multi-item inventory system, where each item has deterministic demand, a given reorder size, and its own cycle length determined by its economic order quantity. We study here the discrete RSP, where orderers can only take place at an integer time unit within the cycle. The problem is to determine the timing of the first replenishment of each item within its cycle so that the maximum inventory level of all items over time is minimized. For the continuous RSP, reorders (replenishment timing) can take place at any time within the cycle of each item. RSP has been studied extensively for both the discrete and continuous versions. We clarify here the complexity status of the discrete RSP and delineate the complexity gaps between the discrete and continuous versions of the problem.

Geometrically, RSP can be viewed as a problem of shifting periodic triangle functions and then, packing them on top of each other so as to minimize the peak value required. To illustrate that, Figure 1(a) is the triangles function for the inventory level of item 1, for which the order quantity is four units and the cycle length is four periods. These correspond to the height and the width of each triangle, respectively. The replenishment timing of item 1 is at time 0. A second item, item 2, is shown in Figure 1(b). It has order...
quantity of two units and cycle length of two, and its replenishment timing is one. With this selection of the replenishment timings, the sum of the inventory levels of the two items is maximized at time 0 with a peak storage level of five, which is illustrated in Figure 1(c). This peak storage level is also the smallest possible for this discrete RSP problem. We note that the peak storage level always coincides with the reorder timing of one of the items.

An instance of discrete RSP consists of \( n \) items. Each item \( i \) is associated with an integer individual cycle length \( k_i \) and an integer reorder size \( s_i \). Here, \( s_i \) is expressed in terms of the storage amount required for the reorder quantity. The joint cycle length of the \( n \) items is the least common multiple (lcm) of the lengths \( k_i, i = 1, \ldots, n \). We denote \( k = \text{lcm}(k_1, \ldots, k_n) \). By the cyclical nature of the problem, the total inventory levels repeat periodically every \( k \) units of time for any reorder schedule. If all items have the same cycle time, \( k \), then the problem is said to be single-cycle; otherwise, it is said to be multi-cycle.

The single-cycle discrete RSP was shown by Hall (1998) to be NP-hard, even for constant \( k \). Because single-cycle RSP is a special case of multi-cycle RSP, it implies that multi-cycle RSP is NP-hard, even for constant joint cycle length \( k \). Here, we prove that, for nonconstant \( k \), both single-cycle and multi-cycle discrete RSPs are strongly NP-hard. This matches the strong NP-hardness of the continuous RSP for the multi-cycle RSP with nonconstant \( k \) (Gallego et al. 1992). Before our results here, it was conceivable that the discrete RSP for multi-cycle and nonconstant \( k \) could be easier than the continuous problem if it was shown to be weakly NP-hard. With the strong NP-hardness result here, both discrete and continuous problems are of equal complexity for this case.

For constant \( k \), we provide here, for the first time, a pseudopolynomial time algorithm that solves discrete RSP optimally, proving that both single-cycle RSP and multi-cycle RSP for constant \( k \) are weakly NP-hard. Weakly NP-hard problems can have a fully polynomial time approximation scheme (FPTAS). Indeed, we devise for the single-cycle RSP an FPTAS. That approximation scheme utilizes a newly introduced integer programming formulation of RSP. This new formulation is of independent interest, and it is shown to be tighter that the known integer program that has been used for RSP to date. For the strongly NP-hard single-cycle RSP with nonconstant \( k \), we devise a polynomial time approximation scheme (PTAS), which is the best approximation possible for strongly NP-hard problems. Furthermore, for a fixed parameter \( \epsilon \), that PTAS delivers an \( \epsilon \)-approximate solution in linear time.

Our results narrow the complexity gap between the continuous and discrete versions of RSP for the multi-cycle RSP (with either constant or nonconstant cycle length) and the single-cycle RSP with constant cycle length. The single-cycle continuous RSP is polynomial time solvable (Homer 1966). Hence, our results widen the gap for single-cycle RSP with nonconstant cycle length. For the multi-cycle case and constant joint cycle length, the complexity status of continuous RSP is open, whereas it is proved here that the discrete RSP is weakly NP-hard. A tabular

<table>
<thead>
<tr>
<th>Two items</th>
<th>Single-cycle</th>
<th>Multi-cycle</th>
</tr>
</thead>
<tbody>
<tr>
<td>Continuous</td>
<td>Closed form solution</td>
<td>Closed form solution</td>
</tr>
<tr>
<td>Discrete</td>
<td>(1 + 2/k)-approximation</td>
<td>NP-hard</td>
</tr>
<tr>
<td>Here (discrete)</td>
<td>Strongly NP-hard</td>
<td>Strongly NP-hard</td>
</tr>
</tbody>
</table>

\(^{a}\) Hartley and Thomas (1982).
\(^{b}\) Murthy et al. (2003).
\(^{c}\) Homer (1966).
\(^{d}\) Homer (1966), Page and Paul (1976), and Zoller (1977).

Figure 1. A Geometric View of RSP

Approximation bounds on the minimum peak storage required and proposed heuristics for multi-cycle continuous RSP. For multi-item multi-cycle continuous RSP, the problem was proved to be strongly NP-complete for nonconstant cycle lengths (Gallego et al. 1992). Anily (1991) and Hariga and Jackson (1995) obtained lower bounds on the minimum peak storage required and proposed heuristics for multi-cycle continuous RSP. Teo et al. (1998) addressed multi-cycle continuous RSP when, for all pairs of individual cycle lengths \( (k_i,k_j) \), the larger value is an integer multiple of the smaller value. For the problem with this integer ratio cycles’ lengths assumption, they devised a heuristic, which is a \( \frac{10}{9} \)-approximation algorithm.

Continuous RSP was used as a subproblem for the problem of identifying optimal cycle lengths and replenishment schedule for multi-item items so as to minimize the order and inventory holding costs without exceeding a given storage capacity. In this latter problem, each item is associated with a unit holding cost and an order cost. Under the assumption of identical cycles, an optimal closed form solution was derived from the closed form solution to the replenishment schedule for single-cycle continuous RSP (Homer 1966, Page and Paul 1976, Zoller 1977). For this problem with nonidentical cycles and only two items, a similar approach resulted in a closed form solution generated from the continuous RSP closed form solution (Hartley and Thomas 1982, Thomas and Hartley 1983). And for multi-item instances with non-identical cycles Anily (1991), Gallego et al. (1996), and Hariga and Jackson (1996) developed some heuristics based on the heuristics of multi-item multi-cycle continuous-RSP.

Summaries of the relevant known results for continuous and discrete RSPs are given in Table 1 for nonconstant \( k \) and Table 2 for constant \( k \). These tables also include our contributions here.

### 1.2. Summary of Contributions

Our main contributions here are the following.

1. Resolving the complexity status of discrete RSP. We prove that, for nonconstant joint cycle length \( k \),

### Table 2. Summary of Algorithms and Complexity Results for RSP with Constant Joint Cycle Length

<table>
<thead>
<tr>
<th>Continuous</th>
<th>Discrete</th>
<th>Here (discrete)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single-cycle: complexity</td>
<td>Polynomial(^a)</td>
<td>NP-hard(^b)</td>
</tr>
<tr>
<td>Single-cycle: algorithm</td>
<td>Closed form solution(^a)</td>
<td>((1 + 2/k))-approximation(^b)</td>
</tr>
<tr>
<td>Multi-cycle: complexity</td>
<td>Open</td>
<td>NP-hard(^b)</td>
</tr>
<tr>
<td>Multi-cycle: algorithm</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

---

\(^a\)Homer (1966), Page and Paul (1976), and Zoller (1977).

\(^b\)Hall (1998).

summary of the complexity results here is provided in Tables 1 and 2.

Throughout, we will refer to the discrete RSP as RSP unless there is a risk of ambiguity.

### 1.1. Literature Review

Single-cycle RSP was shown to be NP-hard for \( k = 2 \) (Hall 1998), which implies that both single-cycle RSP and multi-cycle RSP are at least weakly NP-hard. Such proof, however, does not exclude the possibility that the problems are strongly NP-hard, and therefore, the complexity status of these two RSPs as strongly NP-hard versus weakly NP-hard has been unresolved until now. Hall (1998) also provided an approximation algorithm for single-cycle RSP, with an approximation factor of \( (1 + \frac{3}{5}) \). Another algorithm provided by Hall (1998) delivered a two approximation, which is observed here to be satisfied by any feasible solution. The \( (1 + \frac{3}{5}) \)-approximation algorithm is of particular interest, because it is a part of the PTAS that we derive for the single-cycle RSP with nonconstant \( k \). That algorithm links the continuous and discrete problems by rounding (down) the fractional values of the closed form solution to the respective continuous problem. A complete description of this \( (1 + \frac{3}{5}) \)-approximation algorithm is given in Section 5.

For multi-cycle RSP with only two items, Murthy et al. (2003) provided an optimal closed form replenishment solution, meaning that it is solved in constant time.

Studies of multi-cycle RSP with more than two items have been focused on the development of heuristics. These include genetic algorithms (Moon et al. 2008, Yao and Chu 2008), a smoothing procedure utilizing a Boltzmann function (Yao et al. 2008), local search procedures (Croott and Huang 2013), a simulated annealing algorithm (Boctor 2010), hybrid heuristics (Boctor 2010, Russell and Urban 2016), and an evolutionary algorithm (Boctor and Bolduc 2015). None of these heuristics were shown to deliver a guaranteed approximation bound.

The continuous single-cycle RSP was first explicitly studied by Homer (1966), who derived an optimal closed form solution. Later, Page and Paul (1976) and Zoller (1977) independently rediscovered the result of Homer (1966). Hartley and Thomas (1982) considered the continuous time multi-cycle RSP with only two items and devised an optimal closed form solution. For multi-item multi-cycle continuous RSP, the problem was proved to be strongly NP-complete for nonconstant cycle lengths (Gallego et al. 1992). Anily (1991) and Hariga and Jackson (1995) obtained lower bounds on the minimum peak storage required and proposed heuristics for multi-cycle continuous RSP. Teo et al. (1998) addressed multi-cycle continuous RSP when, for all pairs of individual cycle lengths \( (k_i,k_j) \), the larger value is an integer multiple of the smaller value. For the problem with this integer ratio cycles’ lengths assumption, they devised a heuristic, which is a \( \frac{10}{9} \)-approximation algorithm.
the discrete RSP is strongly NP-hard regardless of whether it is single-cycle or multi-cycle. In contrast, for constant joint cycle length \( k \), we show that the problem is weakly NP-hard and provide a pseudo-polynomial time optimization algorithm with complexity that is a polynomial function of the sum of the order sizes \( s_i \) and exponential in the joint cycle length \( k \). These results show that, for nonconstant \( k \), both the continuous and the discrete problems are strongly NP-hard, and that closes the gap between these two RSP problems. This provides extra evidence to support the conjecture that the discrete RSP problem can only be harder than the continuous problem. For constant \( k \), the continuous problem is polynomial for the single-cycle case and of unknown complexity for the multi-cycle case. From our results, the problem is weakly NP-hard for both single-cycle and multi-cycle cases, which if our conjecture is true, implies that the continuous RSP for the multi-cycle case cannot be strongly NP-hard.

2. Devising the first known FPTAS for the weakly NP-hard single-cycle RSP with constant \( k \).

3. Devising the first known PTAS for the strongly NP-hard, single-cycle RSP with nonconstant \( k \).

4. Identifying a new integer programming formulation for RSP. This formulation enables the derivation of the FPTAS for the single-cycle RSP. We believe that this formulation is of independent interest, and it has potential applications beyond the context of RSP problems.

Summary of our results for RSP compared with the best previously known results are given in Tables 1 and 2: Table 1 for RSP with nonconstant \( k \) and Table 2 for RSP with constant \( k \).

1.3. Paper Overview

The next section (Section 2) introduces notation, a review of the known integer programming formulation of RSP, and the derivation of our new integer programming formulation. In Section 3, we prove the strong NP-hardness of RSP for the nonconstant value of \( k \) (joint cycle length) and the weak NP-hardness of RSP for the constant value of \( k \). These proofs apply to the complexity of both single-cycle RSP and multi-cycle RSP. The weak NP-hardness of RSP for constant \( k \) (joint cycle length) is proved here via a pseudopolynomial time dynamic programming algorithm that solves the problem optimally. This establishes that both single-cycle RSP and multi-cycle RSP with constant \( k \) are weakly NP-hard. In Section 4, we describe the new FPTAS for the single-cycle RSP for constant \( k \). Section 5 includes the new PTAS for the single-cycle RSP with nonconstant \( k \). That section also provides a description of the \((1 + \frac{\ell}{k})\)-approximation algorithm for the single-cycle RSP of Hall (1998). We conclude with several remarks in Section 6.

2. Preliminaries and Integer Programming Formulations

Given an instance of discrete RSP, the demand rates and inventory levels are given in terms of the respective reorder sizes: for item \( i \), the demand per unit of time is \( \frac{\ell}{k_i} \) and its inventory levels at each replenishment cycle of \( k_i \) time units starting at time \( T \), \((T + 0, T + 1, \ldots, T + k_i - 1)\), are \((s_{i, k_i-1}, s_{i, k_i-2}, \ldots, s_{i, 0})\). The inventory level of item \( i \) on time \( \ell \), given that it is reordered on time \( j \), is denoted by \( V_{ij\ell} \). Thus,

\[
V_{ij\ell} = s_i \cdot \left(1 - \frac{(\ell - j) \mod k_i}{k_i}\right).
\]

Recall that, because \( k = \text{lcm}(k_1, \ldots, k_n) \), the inventory levels are periodic within a cycle of \( k \) time units (repeat every \( k \) time units). It is, therefore, sufficient to determine the peak storage requirement by examining a time interval of length \( k \). In this interval, we only need to look at discrete time values from one to \( k \), because that peak storage always coincides with the reorder timing of an item. Note that inventory level at time 0 is the same as inventory level at time \( k \).

The decision variables in the integer programming formulations are the assignments of time periods within the \( k \)-unit timeframe to the orders of all items. This assignment of timing is given as an \( n \times k \) binary matrix \( x \), where

\[
x_{ij} = \begin{cases} 
1 & \text{if item } i \text{ is ordered at time } j, \\
0 & \text{otherwise.}
\end{cases}
\]

**Definition 1.** A \( n \times k \) binary matrix \( x \) is said to be a valid assignment for a given instance if and only if each item \( i \) is replenished exactly once every \( k_i \) time units. That is,

\[
\sum_{j=1}^{k_i} x_{ij} = 1 \quad i = 1, \ldots, n, \quad \text{and}
\]

\[
x_{ij} = x_{i, (j-k_i)} \quad i = 1, \ldots, n, \quad j = k_i + 1, \ldots, k.
\]

The following listed notations denote demand rates, inventory levels, the total sum of reorder sizes at an integer time, and the optimal peak storage.

\( d_i = \frac{\ell}{k_i} \): demand rate of item \( i \) for \( i = 1, \ldots, n \).

\( D = \sum_{i=1}^{n} d_i = \sum_{i=1}^{n} \frac{\ell}{k_i} \): total demand (aggregate stock depletion) per unit of time.

\( V_{ij\ell} = s_i \cdot \left(1 - \frac{(\ell - j) \mod k_i}{k_i}\right) \): the inventory level of item \( i \) at time \( \ell \) given that the reorder time is \( j \).

\( V_{\ell}(x) = \sum_{i=1}^{n} \sum_{j=1}^{k_i} V_{ij\ell} x_{ij} \): the inventory level at time \( \ell \) for \( \ell = 1, \ldots, k \).

\( V(x) = \max_{\ell \in \{1, \ldots, k\}} V_{\ell}(x) \): the maximum inventory level (peak storage) of a cycle.

\( Q_{j}(x) = \sum_{i=1}^{n} s_i x_{ij} \): the total sum of reorder sizes at time \( j \) for \( j = 1, \ldots, k \).

\( V^* = \min_{\text{valid } V(x)} V(x) \): the optimal peak inventory level.
Let the following quantity, which is a constant, be denoted by \( C = \sum_{i=1}^{n} \frac{1}{2} (1 + \frac{1}{k}) s_i + \frac{1}{2} \frac{j+1}{k} D \). This quantity is used in deriving the new formulation and the FPTAS.

It is observed next that the peak inventory level for any valid assignment \( x \) is within twice the optimum. Hence, any replenishment schedule is a two-approximate solution.

**Lemma 1.** Any valid assignment \( x \) is a 2-approximate solution.

**Proof.** At time \( \ell \) for \( \ell = 1, \ldots, k \), the inventory level of all items is

\[
V_{ij} = s_i \left( 1 - \frac{(\ell - j) \mod k}{k} \right) \leq s_i.
\]

\[
V_\ell (x) \leq \sum_{i=1}^{n} s_i x_i = \sum_{i=1}^{n} \left( s_i + \sum_{j=1}^{k} x_i \right) = \sum_{i=1}^{n} s_i.
\]

Hence, the storage capacity needed is less than or equal to \( \sum_{i=1}^{n} s_i \).

However, the average inventory level of item \( i \) per time unit is \( \frac{1}{k} (1 + \frac{1}{k}) s_i \) for any \( i \). Therefore, the aggregated average inventory level of all items per time unit is \( \frac{1}{k} \sum_{i=1}^{n} \frac{1}{2} s_i + \frac{1}{k} \sum_{i=1}^{n} s_i \). The peak inventory level is at least as much as this aggregated average inventory level; thus, \( V^* \geq \frac{1}{2} \sum_{i=1}^{n} s_i \).

Consequently, \( V_\ell (x) \leq \sum_{i=1}^{n} s_i \leq 2V^* \), which means that \( x \) is a 2-approximate solution. □

The standard integer programming formulation is as follows. A straightforward formulation of RSP was used in previous studies, including Murthy et al. (2003), Docter (2010), and Russell and Urban (2016). Let the binary variables \( y_{ij} \) be

\[
y_{ij} = \begin{cases} 1 & \text{if item } i \text{ is ordered at time } j, \\ 0 & \text{otherwise.} \end{cases}
\]

Note that variables \( y_{ij} \) coincide with variables \( x_{ij} \) within the first \( k \) time periods.

Let \( V_{ij} \) be parameters defined as above, \( V_{ij} = s_i \left( 1 - \frac{(\ell - j) \mod k}{k} \right) \). The standard integer programming formulation (RSP) is as follows:

\[
\begin{align*}
\text{(RSP)} \min \quad & V \\
\text{subject to} \quad & \sum_{i=1}^{n} \sum_{j=1}^{k} V_{ij} y_{ij} \leq V \quad \ell = 1, \ldots, k \\
& \sum_{j=1}^{k} y_{ij} = 1 \quad i = 1, \ldots, n \\
& y_{ij} \text{ binary for } i = 1, \ldots, n, \quad j = 1, \ldots, k.
\end{align*}
\]

### 2.1. A New Integer Programming Formulation

We observe that formulation \( \text{(RSP)} \) has multiple solutions of the same value. Specifically, for any valid assignment that attains the peak storage on day \( \ell \), there are \( k - 1 \) other valid assignments of the same objective value that attain the maximum storage on any day other than \( \ell \). For example, to attain the peak storage on day \( \ell + 1 \), we shift the reorder by one day forward. Our new formulation requires that any feasible assignment attains its peak storage at time \( k \) (or equivalently, at time 0). This is proved to be possible with “shift” permutations in Lemma 2. Another aspect of the new formulation is that, instead of dealing with inventory levels directly as in \( \text{(RSP)} \), the new formulation uses, as the main variables, the total reorder size at time \( j \), \( Q_j(x) = \sum_{i=1}^{n} s_i x_{ij} \) for \( j = 1, \ldots, k \). Lemmas 3 and 4 establish the relationship between inventory levels and reorder sizes.

**Lemma 2.** For any valid assignment \( x \), there is a shift permutation of \( 1, \ldots, k \) denoted by \( \pi(1), \ldots, \pi(k) \) such that the valid assignment \( x' \) with \( x_{ij}' = x_{\pi(j)} \) attains peak inventory level at time \( k \), and this new peak inventory level equals the peak inventory level of assignment \( x \). That is, \( V_k(x') = V_k(x) \).

**Proof.** Suppose that the peak storage for assignment \( x \) is attained at time \( h \), \( V_h(x) = V(x) \).

For the following shift permutation,

\[
\pi(j) = \begin{cases} (j + h), & \text{if } j + h \leq k \\ (j + h) - k, & \text{if } j + h > k, \end{cases}
\]

the assignment \( x' \) with \( x_{ij}' = x_{\pi(j)} \) is a new valid assignment, which is \( h \) time units shifted back in time compared with \( x \). In other words, the inventory levels induced by the new assignment \( x' \) form a shift permutation of the original sequence of inventory levels, \( V_k(x') = V_{\pi(h)}(x) \). Therefore, the peak inventory levels of the two assignments are the same, and \( V_k(x') = V_{\pi(h)}(x) = V_h(x) = V(x) \). □

With Lemma 2, we can restrict valid assignments to those attaining peak inventory level at time \( k \) without changing the optimal solution of RSP. Hence, RSP can also be formulated as minimizing the inventory level at time \( k \) such that the schedule is a valid assignment that attains peak inventory level at time \( k \), which can be written as \( V_k(x) \leq V_k(x) \) for \( \ell = 1, \ldots, k \).

Next, we show in Lemma 3 that, for any valid assignment \( x \), the inventory level of time \( \ell \) can be determined based only on \( Q_j(x) \), the total amount ordered at time \( j \), the inventory level at time \( k \), \( V_k(x) \), and \( D \), the total sum of demand rates of all items:

**Lemma 3.** For any valid assignment \( x \),

\[
V_\ell (x) = V_0(x) - \ell D + \sum_{j=1}^{\ell} Q_j(x), \quad \ell = 1, \ldots, k.
\]
Proof. For each unit of time, item \(i\)'s inventory is reduced by its demand rate \(d_i\), and the total inventory level is reduced by \(D = \sum_{i=1}^{n} d_i\). Because \(Q_i(x) = \sum_{j=1}^{n} s_{ij}\) is the reorder size at time \(j\), the inventory level at time \(j\) is \(V_j(x) = V_{j-1}(x) - D + Q_j(x)\). Note that inventory level at time 0 is the same as inventory level at time \(k\) by the cyclical nature of RSP. For any integer time \(\ell\), we apply this equation recursively with \(j = \ell, \ell - 1, \ldots, 1\) to derive that \(V_0(x) = V_k(x) - \ell D + \sum_{j=1}^{\ell} Q_j(x)\). □

Lemma 2 shows that we can formulate the RSP as minimizing the inventory level at time \(k\) such that the schedule is a valid assignment. A consequence of this lemma is that inequalities \(V_\ell(x) \leq V_k(x)\) for \(\ell = 1, \ldots, k\) can be rewritten using Equation (1) in Lemma 3 as

\[
V_\ell(x) \geq V_k(x) - \ell D + \sum_{j=1}^{\ell} Q_j(x)\]

or equivalently,

\[
\sum_{j=1}^{\ell} Q_j(x) \leq \ell D \quad \text{for} \quad \ell = 1, \ldots, k.
\]

We refer to this set of inequalities (2) as the cascading constraints. These constraints enforce the peak storage at time \(k\).

Next, we address the objective function. Let \(z(x)\) be the following function of a valid assignment \(x\):

\[
z(x) = \sum_{j=1}^{k} (k - j + 1)Q_j(x) = \sum_{j=1}^{k} (k - j + 1) \sum_{i=1}^{n} s_{ij}.
\]

In the next lemma, we prove that minimizing the inventory level at time \(k\), \(V_k(x)\), is equivalent to maximizing \(z(x)\). This is proved by showing that the sum of \(kV_k(x)\) and \(z(x)\) is a constant: the constant \(C\) defined earlier.

Lemma 4. \(kV_k(x) + z(x) = \sum_{j=1}^{n} \frac{1}{2}(1 + \frac{k}{j})k s_j + \frac{1 + k}{2} D\).

Proof. For item \(i\), the sum of storage space that it takes up during its \(k_i\) time units of reorder cycle is \(\sum_{j=1}^{k_i} s_j = \frac{1}{2}(1 + \frac{k_i}{j})k_j s_j\). There are \(\frac{k_i}{j}\) reorder cycles for item \(i\) during the timeframe of length \(k\) so that item \(i\) takes a total of \(\frac{1}{2}(1 + \frac{k}{j})k s_j\) units of storage space. The sum of all items' inventory levels over the \(k\) integer times is hence \(\sum_{j=1}^{k} V_j(x) = \sum_{j=1}^{n} \frac{1}{2}(1 + \frac{k}{j})k s_j\). Using Equation (1) in the statement of Lemma 3, \(\sum_{j=1}^{\ell} V_j(x)\) can be rewritten as

\[
\sum_{j=1}^{\ell} V_j(x) = \sum_{j=1}^{k} \left( V_k(x) - \ell D + \sum_{j=1}^{\ell} Q_j(x) \right)
\]

\[
= kV_k(x) - \frac{(1 + k)k}{2} D + \sum_{j=1}^{k} (k - j + 1)Q_j(x)
\]

\[
= kV_k(x) - \frac{(1 + k)k}{2} D + z(x).
\]

It follows that

\[
kV_k(x) + z(x) = \sum_{j=1}^{k} V_j(x) + \frac{(1 + k)k}{2} D
\]

and the right-hand side is a constant for every problem instance. □

From Lemma 4, it follows that minimizing \(V(x)\) can be replaced by maximizing \(z(x)\). This with the cascading constraints leads to the new integer programming formulation (RSP1). For presentation simplicity, we use \(Q_j(x) = \sum_{i=1}^{n} s_{ij}\):

\[
\text{(RSP1)} \quad \max \quad z(x) = \sum_{j=1}^{k} (k - j + 1)Q_j(x)
\]

subject to

\[
\sum_{j=1}^{\ell} Q_j(x) \leq \ell D \quad \ell = 1, \ldots, k
\]

\[
\sum_{j=1}^{k_i} s_{ij} = 1 \quad i = 1, \ldots, n
\]

\(x_{ij}\) binary for \(i = 1, \ldots, n, \ j = 1, \ldots, k_i\).

2.1.1. A Graphical Visualization of (RSP1). To provide the intuition behind the cascading constraints and objective function \(z(x)\) of (RSP1), we present a graphical illustration in Figure 2. In the example illustrated, we let the cycle length be \(k = 4\). In Figure 2(a), there are \(k = 4\) columns with heights \(\ell D\) for time \(\ell = 1, \ldots, k\), which represent the right-hand sides of the cascading constraints.

In Figure 2(b), there is a rectangle with height \(Q_1(x)\) that extends from day 1 to day \(k\). A second rectangle with height \(Q_2(x)\) is stacked on the first rectangle, extending from day 2 to day \(k\). The third rectangle of height \(Q_3(x)\) extends from day 3 to day \(k\), and the fourth and last rectangle of height \(Q_4(x)\) extends only over time period (day) \(k = 4\). With this construction, the sum of heights of all rectangles within the column corresponding to time \(\ell\) is exactly the left-hand side of the \(\ell\)th cascading constraint, \(\sum_{j=1}^{\ell} Q_j(x)\).

The area of the first rectangle is \(kQ_1(x)\), the second is \((k - 1)Q_2(x)\), and in general, the \(j\)th rectangle covers
an area of \((k + 1 - j)Q_j(x)\). Therefore, the sum of areas of all rectangles is \(z(x) = \sum_{j=1}^{k}(k - j + 1)Q_j(x)\), which is the objective function of \((\text{RSP}_1)\).

Therefore, geometrically, \((\text{RSP}_1)\) seeks to find the valid assignment \(x\) that maximizes the area of the rectangles representing \(Q_j(x)\) subject to the constraints that the total height of the rectangles in column \(\ell\) does not exceed the column height \(D\).

We call the area not covered in each column the remainder. The remainders are the spaces between the column heights in Figure 2 and the packed rectangles of area \(z(x)\). Obviously, minimizing those is identical to maximizing \(z(x)\), because the total area of the remainders plus the area covered by the rectangles \(z(x)\) is a constant, \(\sum_{j=1}^{k} D = \frac{k(k+1)}{2}\). It is important to observe that the area of the remainders is not fully available for additional items. That is because if an item \(j\) is added to the reorder in day \(p(j)\), its size \(s_j\) will diminish the remainder not only on day \(p(j)\) but also, on days \(p(j)+1, \ldots, k\). Instead, the critical forms of remainders are the adjusted remainders defined in Section 4.1, which are added to the objective function \(z(x)\) for the derivation of the FPTAS.

### 2.1.2. Comparing the New and Standard Formulations \((\text{RSP}_0)\) and \((\text{RSP}_1)\).

As noted before, \((\text{RSP}_1)\) removes multiple optima that differ in the ordering present in \((\text{RSP}_0)\) and always selects an optimal solution with peak storage attained at time \(k\). In that sense, any solution to \((\text{RSP}_1)\) and its Linear Programming (LP) relaxation is contained in the set of feasible solutions to \((\text{RSP}_0)\) or its LP relaxation. Yet, there are other features on which the two problems differ. The new presentation of the problem as a maximization problem opens up the option, when there are multiple solutions to \((\text{RSP}_1)\), of selecting the solution that minimizes the “adjusted remainders,” a concept described in Section 4.1 that is crucial in the derivation of the FPTAS and the PTAS. A key result shown in Section 4.1 is that the optimal solution to the new integer programming formulation when the sum of the adjusted remainders is added to the objective is “close” to the optimal solution.

Another difference between the two formulations is the form of the constraints’ matrix coefficients. The coefficients of binary variables in the constraints of \((\text{RSP}_0)\) vary for each \(i, j, \ell\), because the coefficient \(V_{ij\ell}\) follows the triangular line. By contrast, in the cascading constraints of \((\text{RSP}_1)\), the coefficients of binary variable \(x_{ij}\) can only be zero or \(s_i\) for each \(i, j\), because they represent the packing of rectangles. For single-cycle RSP, the coefficients of \(x_{ij}\) in \((\text{RSP}_1)\) are all 0 in the first \(j - 1\) cascading constraint and all \(s_i\) for the remaining ones. We believe that, as a result, the LP relaxation of \((\text{RSP}_0)\) is likely to have more fractional variables in an optimal solution than the LP relaxation of \((\text{RSP}_1)\).

### 3. The Complexity of RSP for Constant and Nonconstant Joint Cycle Length

RSP has been known to be NP-hard for both the single-cycle and multi-cycle versions and for either constant or nonconstant joint cycle length \(k\) (Hall 1998). We show in this section that, for constant \(k\), both the single-cycle RSP and the multi-cycle RSP are actually weakly NP-hard. We derive for both problems a pseudopolynomial time algorithm that solves these problems optimally. For nonconstant \(k\), we show here that both the single-cycle RSP and the multi-cycle RSP are strongly NP-hard (and hence, there cannot be a pseudopolynomial time algorithm for nonconstant \(k\) unless \(NP = P\)). We first prove the strong NP-hardness for nonconstant \(k\).

#### 3.1. Nonconstant Joint Cycle RSP Is Strongly NP-Hard

The single-cycle RSP is a special case of multi-cycle RSP. It is, therefore, sufficient to prove that the nonconstant joint cycle-length single-cycle RSP is strongly NP-hard because that would imply that multi-cycle RSP is also strongly NP-hard for \(k\) nonconstant. The reduction is from the three-partition problem, a well-known strongly NP-hard problem (Gary and Johnson 1979).

The three-partition problem is as follows. Given integers \(a_1, a_2, \ldots, a_{3m}\) and integer \(b\) such that \(\frac{1}{b} \leq a_i < \frac{1}{2}b\) for each \(i\) and \(\sum_{i=1}^{3m} a_i = mb\), can \(\{1, 2, \ldots, 3m\}\) be partitioned into \(m\) disjoint sets \(A_1, A_2, \ldots, A_m\) such that, for \(1 \leq j \leq m\), \(\sum_{i \in A_j} a_i = b\)?

**Theorem 1.** The single-cycle RSP with nonconstant joint cycle length is strongly NP-hard.

**Proof.** Given an instance of three partition, we define an instance of single-cycle RSP with \(n = 3m\), \(k = m\), and \(s_i = a_i\) for \(1 \leq i \leq 3m\). The decision problem for RSP is stated as follows. Is there a valid assignment \(x\) with peak inventory level that is less than or equal to \(V = \frac{1}{2m} \sum_{i=1}^{3m} a_i\)?

We observe that the sum of inventory levels at integer times over a cycle equals \(\sum_{i=1}^{3m} (1 + \frac{m-1}{m} + \ldots + \frac{1}{m})a_i = \sum_{i=1}^{3m} \frac{m+1}{m}a_i = mV\). Having \(\sum_{i=1}^{3m} V_i(x) = mV\), the peak inventory level max \(V_i(x) \leq V\) is equivalent to \(V_i(x) = V\) for all \(\ell\). This means that the inventory levels at all integer time units are the same. From Lemma 3, it follows that \(V_1(x) = V_2(x) = \ldots = V_m(x)\) if and only if \(Q_1(x) = Q_2(x) = \ldots = Q_m(x) = D\), where \(D = \sum_{i=1}^{3m} \frac{a_i}{b}\). Let \(A_j = \{i | x_{ij} = 1\}, j = 1, \ldots, m\); then, \(Q_j(x) = \sum_{i \in A_j} a_ix_{ij} = \sum_{i \in A_j} a_i\). Therefore, the decision problem corresponding to single-cycle RSP has a yes answer if and only if there is a partition \(A_j, j = 1, \ldots, m\) such that \(\sum_{i \in A_j} a_i = b\) for \(1 \leq j \leq m\). \(\square\)
3.2. Constant Joint Cycle-Length RSP Is Weakly NP-Hard

We prove the weak NP-hardness of RSP with constant $k$ by devising a dynamic programming algorithm solving RSP optimally in pseudopolynomial time. The complexity of this dynamic programming algorithm depends on the value of the order sizes (rather than the length/logarithm of these sizes) and is exponential in $k$. Such complexity is considered pseudopolynomial for constant $k$. Because both single-cycle RSP and multi-cycle RSP with constant $k$ are NP-hard (Hall 1998), the existence of such an algorithm implies that RSP for constant $k$ is weakly NP-hard for both single-cycle and multi-cycle.

The dynamic programming algorithm presented in this paper is associated with the integer programming formulation (RSP_1). It is also possible to devise a dynamic programming algorithm of the same complexity based on the standard formulation (RSP_0). We comment, however, that, to generate the FPTAS presented later, it is essential to use the dynamic programming procedure that is based on (RSP_1).

For $h$, an integer such that $0 \leq h \leq n$, let $x^h$ denote the assignment of reorders for the first $h$ items. Let the function $f_h(q_1, q_2, \ldots, q_k)$ be the maximum of $z(x^h)$, with the cumulative reorder sizes at time $\ell$ being restricted to less than or equal to $q_\ell$ for $\ell = 1, \ldots, k$. Here, $(q_1, \ldots, q_k)$ is an integer array with $q_\ell \in [0, t \ell D]$. Formally,

$$f_h(q_1, q_2, \ldots, q_k) = \max \sum_{j=1}^k (k - j + 1)Q_j(x^h)$$

subject to

$$
\begin{align*}
\sum_{j=1}^{\ell} Q_j(x^h) &\leq q_\ell & &\ell = 1, \ldots, k \\
\sum_{j=1}^{k_i} x_{ij} &\leq 1 & &i = 1, \ldots, h \\
x_{ij} &\in \{0, 1\} & &i = 1, \ldots, h, \\
& & &j = k_i + 1, \ldots, k \\
x_{ij} &\text{ binary for } i = 1, \ldots, h, j = 1, \ldots, k_i
\end{align*}$$

where $Q_j(x^h) = \sum_{j=1}^h s_{ij}x_{ij}$. We set $f_h(q_1, q_2, \ldots, q_k) = -\infty$ if the above integer programming problem is infeasible. The optimal solution being sought is $f_n(D, 2D, \ldots, kD)$.

The values of the function $f_h(q_1, q_2, \ldots, q_k)$ are evaluated for every $0 \leq h \leq n$ and any integer array $(q_1, \ldots, q_k)$, where each $q_\ell \in [0, \ell D]$ with a dynamic programming recursion. The boundary conditions are $f_0(q_1, q_2, \ldots, q_k) = 0$ for any $(q_1, q_2, \ldots, q_k)$. The recursive derivation of $f_h(q_1, q_2, \ldots, q_k)$ from $f_{h-1}(\cdot)$ is required to determine the timing to replenish item $h$ within the first $k_h$ time units so as to maximize the objective $\sum_{j=1}^k (k - j + 1)Q_j(x^h)$.

To see how the recursion works, we split the objective function into the terms involving item $h$ and the terms involving items $1, \ldots, h - 1$:

$$
\sum_{j=1}^k (k - j + 1)Q_j(x^h) = \sum_{j=1}^k (k - j + 1)s_{h}x_{hj} + \sum_{j=1}^k (k - j + 1)Q_j(x^{h-1}).
$$

If time $\tau$, for $1 \leq \tau \leq k_h$, is selected to be the first reorder timing of item $h$, the following reorder timings of item $h$ are $\tau + k_h, \tau + 2k_h, \ldots, (k_h - 1)k_h$. The first part of (3) is then

$$
\sum_{j=1}^k (k - j + 1)s_{h}x_{hj} = \sum_{t=0}^{k_h-1} (k + 1 - \tau - tk_h)s_h = \frac{k + k_h}{2} + 1 - \tau \frac{k_h}{2}.
$$

Let $q'_\ell(\tau) = q_\ell - \sum_{j=1}^{\ell} q_j x_{hj} = q_\ell - \frac{\ell}{k_h}q_j x_{hj}$; the second term in (3), $\sum_{j=1}^k (k - j + 1)Q_j(x^{h-1})$, has a maximum of $f_{h-1}(q'_1(\tau), \ldots, q'_k(\tau))$ if $q'_\ell(\tau) \geq 0$ for all $\ell$ and minus infinity otherwise.

The recursive equation using the notation $q'_\ell(\tau) = q_\ell - \frac{\ell}{k_h}q_j x_{hj}$ is

$$
f_h(q_1, q_2, \ldots, q_k) = \left\{ \begin{array}{ll}
\max_{t=1, \ldots, k_h} \left\{ \frac{k + k_h}{2} + 1 - \tau \frac{k_h}{2} s_h \\
&+ f_{h-1}(q'_1(\tau), \ldots, q'_k(\tau)) \} & \text{if } q'_\ell(\tau) \geq 0 \text{ for all } \ell \\
-\infty & \text{otherwise}
\end{array} \right.
$$

All function values are evaluated recursively for $h = 1, \ldots, n$ and all integer values of $(q_1, \ldots, q_k)$, where each $q_\ell \in [0, \ell D]$ and $q_j$ integer. Each function evaluation is associated with a choice of $\tau(h)$, which is the timing of the replenishment of item $h$ within the $k_h$ cycle. The optimal objective value is then $f_n(D, 2D, \ldots, kD)$.

To recover the optimal valid assignment, we record the choices of the replenishment timings within the $k$ cycle for each function value evaluation.

Because there are $O(n)$ possible values of $h$ and $O(\ell D)$ possible values of $q_\ell$ for each $1 \leq \ell \leq k$, the total number of function evaluations is $O(n \cdot 1D \cdot 2D \cdot \ldots \cdot kD) = O(n \cdot k D^k)$. Each evaluation for item $h$ enumerates the $O(k_h)$ choices of $\tau$, and for each choice $\tau$, it takes $O(k)$ to compute $q_j(\tau)$, $1 \leq j \leq k$. Therefore, the run time of this dynamic programming procedure is $O(k^2 \cdot k D^k \cdot n)$, which is $O(n D^k)$ for constant $k$.

This complexity is pseudopolynomial, and hence, RSP is weakly NP-hard for constant $k$. This weak NP-hardness applies for both single-cycle RSP and multi-cycle RSP problems.
An approximation scheme is a family of \((1 + \epsilon')\)-approximation algorithms for every \(\epsilon' > 0\). For any given \(\epsilon' > 0\), we let \(\epsilon = \frac{\epsilon'}{2^{\ell-1}} > 0\), and therefore, \(O(\frac{\epsilon}{\ell}) = O\left(\frac{\epsilon'}{2^{\ell}}\right) = O(\frac{1}{\ell})\). The \((1 + \epsilon')\)-approximation algorithm for RSP works by first assigning reorder timings of “large” items, where large items are those with reorder size greater than \(eD\). This large assignment is determined by solving a variant of (RSP1) that still has a positive slack. It is shown that such a solution is within a factor of \(1 + \epsilon'\) of the optimal solution. The run time of this approximation algorithm is polynomial in \(n\) and \(\frac{1}{\epsilon'}\). Because \(O(\frac{\epsilon}{\ell}) = O(\frac{1}{\ell})\), this run time is also polynomial in \(\frac{1}{\epsilon'}\), and hence, this family of algorithms is a fully polynomial approximation scheme.

Because we address here the single-cycle RSP, we use a formulation referred to as \((k\text{-RSP})_L\), which is the integer programming (RSP1) for a single-cycle of length \(k\) RSP:

\[
(k\text{-RSP}_1) \quad \max \; z(x) = \sum_{j=1}^{k} (k - j + 1)Q_j(x)
\]

subject to

\[
\sum_{j=1}^{\ell} Q_j(x) \leq \ell D, \quad \ell = 1, \ldots, k
\]

\[
\sum_{j=1}^{k} x_{ij} = 1, \quad i = 1, \ldots, n
\]

\[x_{ij}\] binary for \(i = 1, \ldots, n, j = 1, \ldots, k\).

We next define the classification of the \(n\) items as large or small. For a given value of \(e > 0\), let the set of large items be \(I_L = \{i \mid s_i > eD\}\) and the set of small items be \(I_S = \{i \mid s_i \leq eD\}\). Let \(n_L = |I_L|\) denote the number of large items and \(n_S = |I_S|\) denote the number of small items. It is observed that, because \(kD = \sum_{i=1}^{n_L} s_i \geq \sum_{i=1}^{n_S} s_i > n_L \cdot eD\), the number of large items \(n_L\) is bounded by \(\frac{k}{e}\).

Let an \(n \times k\) binary matrix \(x^L\) determine the assignment of large items as

\[
x_{ij}^L = \begin{cases} 1 & \text{if } i \in I_L, \text{ and item } i \text{ is ordered on time } j \\ 0 & \text{otherwise.} \end{cases}
\]

Similarly, an \(n \times k\) binary matrix \(x^S\) is the assignment of small items, where

\[
x_{ij}^S = \begin{cases} 1 & \text{if } i \in I_S, \text{ and item } i \text{ is ordered on time } j \\ 0 & \text{otherwise.} \end{cases}
\]

**Definition 2.** An assignment of large (small) items \(x^L\) (\(x^S\)) is a valid large (small) assignment for a given single-cycle RSP instance if and only if any large (small) item \(i\) is replenished exactly once in a joint cycle. That is,

\[
\sum_{j=1}^{k} x_{ij}^L = 1 \quad i \in I_L \quad \left(\sum_{j=1}^{k} x_{ij}^S = 1 \quad i \in I_S\right).
\]

By Definitions 1 (of valid assignment) and 2, it is clear that the sum of any valid large assignment \(x^L\) and any valid small assignment \(x^S\), \(x = x^L + x^S\), is a valid assignment of all items.

**Definition 3.** For any assignment \(x\) and \(I \subseteq \{1, \ldots, n\}\), the \(n \times k\) binary matrix \(P_I(x)\) is said to be the projection of the \(x\) onto \(I\), where

\[
P_I(x)_{ij} = \begin{cases} x_{ij} & \text{if } i \in I \\ 0 & \text{if } i \notin I. \end{cases}
\]

It follows that, for a valid assignment \(x\), its projection on the large (small) item set \(x^L = P_{I_L}(x)\) is a valid large (small) assignment, and furthermore, \(z(x) = z(x^L) + z(x^S)\); \(Q(x) = Q(x^L) + Q(x^S)\).

The FPTAS devised here for single-cycle RSP consists of two stages. In the first stage, we determine an assignment of the large items, \(\hat{x}^L\), and in the second stage, we assign the small items, \(\hat{x}^S\). For a given \(\epsilon' > 0\) and \(\epsilon = \frac{\epsilon'}{2^{\ell-1}}\), we show that the valid assignment \(\hat{x} = \hat{x}^L + \hat{x}^S\) is a \((1 + \epsilon')\)-approximate solution.

### 4.1. The Assignment of Large Items

The procedure for assigning the large items addresses a modified \((k\text{-RSP})_L\) in which the objective function is changed by adding terms dependent on a form of slack in the cascading constraints, the adjusted remainders. We call this problem (modified \(k\text{-RSP}_L\)). The modified problem is then scaled in that the order sizes are scaled by \(e^D\). The resulting scaled problem (scaled modified \(k\text{-RSP}_L\)) is then shown to be solvable using the dynamic programming procedure of Section 3.2 and generating an assignment of large items that has objective function value close to the optimal value of \((k\text{-RSP}_1)\).

#### 4.1.1. The Adjusted Remainders

The cascading constraints are equivalent to \(\sum_{\ell=1}^{k} Q^L(x^L) \leq \ell D - \sum_{\ell=1}^{k} Q^L(x^L)\) for \(\ell = 1, \ldots, k\). Hence, the remaining “space” for small items in the first \(\ell\) integer times is no more than \(R^L(x^L) = \ell D - \sum_{\ell=1}^{k} Q^L(x^L)\). We refer to \(R^L(x^L)\) as the remainder of time \(\ell\). The cascading constraints are then equivalently written as

\[
\sum_{\ell=1}^{k} Q^S(x^S) \leq R^L(x^L) \quad \text{for } \ell = 1, \ldots, k.
\]

For any integer \(\ell_1, \ell_2\) such that \(1 \leq \ell_1 < \ell_2 \leq k\), the constraint of time \(\ell_2\) in the form of (4) implies

\[
\sum_{\ell_1}^{\ell_2} Q^S(x^S) \leq R^L(x^L) - \sum_{\ell_{\ell_1+1}}^{\ell_2} Q^L(x^L) \leq R^L(x^L).
\]
Hence, these constraints (4) are equivalent to \( \sum_{i=1}^{\ell} Q_i(x^i) \leq \min_{i \in I^\ell} R_i(x^i) \) for \( \ell = 1, \ldots, k \). We refer to the right-hand sides of these inequalities, \( \bar{R}_i(x^i) = \min_{i \in I^\ell} R_i(x^i) \), as the adjusted remainders. Obviously, the adjusted remainder for any inequality \( \ell \) can only be smaller than the respective remainder, \( R_i(x^i) \leq \bar{R}_i(x^i) \).

To illustrate the concepts of remainders and adjusted remainders, we provide an instance of a single-cycle RSP with five items for \( k = 4 \) (see Table 3). In this instance, \( D = 10 \), and we take \( \epsilon = 0.5 \). Then, three items are determined as large, and two are determined as small.

Consider the assignment of large items: item 1 to time 1, item 2 to time 2, and item 3 to time 4. Figure 3 visualizes the four cascading constraints for this assignment of large items: the columns heights indicate the right-hand side of the four cascading constraints, and rectangles with patterns in each column represent the large items that are replenished before and on the indexed time. Therefore, the remainders are represented by the white space in each column. Figure 4 shows the corresponding remainders and adjusted remainders.

### 4.1.2. The Modified Objective of (Modified \( k \)-RSP).

We modified the objective function \( z(x) \) by adding the adjusted remainders. Specifically, let the objective function \( g(x^i) \) be defined for any valid assignment of large items \( x^i \):

\[
g(x^i) = z(x^i) + \sum_{i=1}^{k} \bar{R}_i(x^i)
= \sum_{i=1}^{k} (k-j+1)Q_i(x^i) + \sum_{i=1}^{k} \bar{R}_i(x^i).
\]

An important property of function \( g(\cdot) \) is that, for \( x \) feasible for (k-RSP) and \( x^i = P_i(x), g(x^i) \geq z(x) \).

**Proof.** To show \( g(x^i) = z(x^i) + \sum_{i=1}^{k} \bar{R}_i(x^i) \geq z(x) \), it suffices to prove that, for \( x^i = P_i(x), z(x^i) = z(x) - z(x^i) \leq \sum_{i=1}^{k} \bar{R}_i(x^i) \).

By the definition of adjusted remainders, any \( x \) feasible for (k-RSP) satisfies \( \sum_{i=1}^{\ell} Q_i(x^i) \leq \bar{R}_i(x^i) \) for \( \ell = 1, \ldots, k \). Therefore, \( z(x^i) = \sum_{i=1}^{\ell} (k-j+1)Q_i(x^i) = \sum_{i=1}^{\ell} k \bar{R}_i(x^i) \). □

### Table 3. A Problem Instance of Single-Cycle RSP with \( k = 4 \)

<table>
<thead>
<tr>
<th>( i )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s_i )</td>
<td>Large</td>
<td>Large</td>
<td>Large</td>
<td>Small</td>
<td>Small</td>
</tr>
</tbody>
</table>

**Figure 3.** An Assignment of Large Items for the Example in Table 3

4.1.3. The Scaling of (Modified \( k \) RSP)

The data are scaled by the factor \( \frac{1}{\sqrt{D}} \) as follows. Let \( s'_i = \lfloor \frac{s_i}{D} \rfloor \) be the scaled sizes of items \( i = 1, \ldots, n \) and \( D' = \frac{D}{\sqrt{D}} = \frac{1}{\sqrt{\epsilon}} \) be the scaled demand. Let \( Q'_i(x^i), \bar{R}'_i(x^i) \) and \( g'(x^i) \) denote the “scaled” replenishment sizes at time \( j \), the adjusted remainder at time \( \ell \), and the objective function for the scaled sizes \( s'_i \):

\[
Q'_i(x^i) = \sum_{i=1}^{k} s'_i Q'_{ij}, j = 1, \ldots, k;
\]

\[
R'_i(x^i) = \ell D' - \sum_{j=1}^{\ell} Q'_i(x^i), \ell = 1, \ldots, k;
\]

\[
\bar{R}'_i(x^i) = \min_{i=1}^{k} \bar{R}'_i(x^i), \ell = 1, \ldots, k;
\]

\[
g'(x^i) = \sum_{i=1}^{k} (k-j+1)Q'_i(x^i) + \sum_{i=1}^{k} \bar{R}'_i(x^i).
\]

Let the large items be reindexed from 1 to \( n_L \). The scaled problem that is solved to determine the assignment of the large items is (scaled modified \( k \)-RSP) formulated as follows:

\[
\text{(scaled modified \( k \) RSP)} \quad \max \; g'(x^i)
\]

subject to \( \sum_{i=1}^{k} Q'_i(x^i) \leq \ell D' \)

\[ \ell = 1, \ldots, k \]

\[ \sum_{j=1}^{k} x'_{ij} = 1 \]

\[ i = 1, \ldots, n_L \]

\[ x'_{ij} \text{ binary for } j = 1, \ldots, n_L \]

The optimal solution for (scaled modified \( k \)-RSP) is found by applying the dynamic programming procedure in Section 3.2 with scaled sizes.
**Figure 4.** The Remainsders and the Adjusted Remainsders Corresponding to Figure 3

**Algorithm 1.** \(\text{LARGE ASSIGNMENT} (D', s'_1, \ldots, s'_{n_k})\)

**Initialize:** \(f_0(q_1, q_2, \ldots, q_k) \leftarrow 0\) for any \((q_1, q_2, \ldots, q_k)\) with \(q_i \in [0, jD']\) and \(q_i\) integer.

for \(h = 1, \ldots, n_L\) do

for \(j = 1, \ldots, k\) and for each \(q_j \in \{0, 1, \ldots, jD'\}\), do

\[
\begin{align*}
&\max \{s'_h, f_h(q_1, q_2, \ldots, q_k) \} \\
&\sum_{\ell = 1}^{n_L} \bar{R}_\ell, \text{ where } \bar{R}_\ell = \min_{i \geq \ell} (jD' - q_j).
\end{align*}
\]

end for

Output \(\hat{x}_L\), the solution attaining the value \(\max_{(q_1, \ldots, q_k)} \cdot f_{n_L}(q_1, q_2, \ldots, q_k) + \sum_{\ell = 1}^{n_L} \bar{R}_\ell\), where \(\bar{R}_\ell = \min_{i \geq \ell} (jD' - q_j)\).

The complexity of algorithm **LARGE ASSIGNMENT**, with the scaled sizes, is \(O(k^2 \cdot k! \cdot D^k \cdot n_L) = O(n^2\sqrt{d})\).

Next, we define the \((\epsilon\text{-relaxed RSP})\) and then prove that any feasible solution for (scaled modified \(k\) RSP\(_1\)), including \(\hat{x}_L\), is feasible for (\(\epsilon\text{-relaxed RSP})\).

**4.2. The \(\epsilon\text{-Relaxed RSP}\)**

The \((\epsilon\text{-relaxed RSP})\) formulation allows the cascading constraints to be violated by up to \(ekD\) as follows:

\[(\epsilon\text{-relaxed RSP}) \quad \max z(x) = \sum_{j=1}^{k} (k - j + 1)Q_j(x)\]

subject to \(\sum_{j=1}^{\ell} Q_j(x) \leq \ell D + ekD\)

\[\ell = 1, \ldots, k\]

\[\sum_{i=1}^{n} x_{ij} = 1 \quad i = 1, \ldots, n\]

\[x_{ij}\text{ binary for } i = 1, \ldots, n, j = 1, \ldots, k.\]

We refer to the constraints \(\sum_{j=1}^{\ell} Q_j(x) \leq \ell D + ekD\) as the \(\epsilon\text{-relaxed cascading constraints}\. We next show that the effect of the \(\epsilon\text{-relaxed cascading constraints on the optimal solution is at most } ekD.\)

**Lemma 6.** The peak inventory level of any feasible solution \(x\) to (\(\epsilon\text{-relaxed RSP})\) is at most \(V_L(x) + ekD.\)

**Proof.** Any feasible solution \(x\) for (\(\epsilon\text{-relaxed RSP})\) is a valid assignment, and therefore, Lemma 3 applies. That is, \(V_L(x) = V_L(x) + \left(\sum_{j=1}^{\ell} Q_j(x) - \ell D\right)\) for all \(\ell.\) The \(\epsilon\text{-relaxed cascading constraints state that } \sum_{j=1}^{\ell} Q_j(x) - \ell D \leq ekD\) for all \(\ell.\) Therefore, when \(x\) is a feasible solution of (\(\epsilon\text{-relaxed RSP})\), \(V_L(x) \leq V_L(x) + ekD\) for all \(\ell\), and hence, \(V(x) = \max_{\ell} V_L(x) \leq V_L(x) + ekD.\)

The next lemma proves that any feasible solution for (scaled modified \(k\) RSP\(_1\)), including \(\hat{x}_L\), is feasible for (\(\epsilon\text{-relaxed RSP}).\)

**Lemma 7.** Any valid assignment of large items \(x^L\) that is feasible for (scaled modified \(k\) RSP\(_1\)) satisfies \(\sum_{j=1}^{\ell} Q_j(x) \leq \ell D + ekD\) for \(\ell = 1, \ldots, k.\)

**Proof.** By definition, \(s'_j = \left[\frac{s_j}{\epsilon D}\right].\) Therefore, \(s_j < \epsilon^2 D(s'_j + 1),\) and thus,

\[
\sum_{j=1}^{\ell} Q_j(x^L) = \sum_{j=1}^{\ell} \sum_{i=1}^{m_j} s'_j x_{ij}^L \leq \sum_{j=1}^{\ell} \sum_{i=1}^{m_j} \epsilon^2 D(s'_j + 1)x_{ij}^L = \epsilon^2 D \left( \sum_{j=1}^{\ell} \sum_{i=1}^{m_j} s'_j x_{ij}^L + \sum_{j=1}^{\ell} \sum_{i=1}^{m_j} x_{ij}^L \right).
\]

Because \(x^L\) is feasible for (scaled large packing) and \(D' = \frac{1}{\epsilon^2}\),

\[
\sum_{j=1}^{\ell} \sum_{i=1}^{m_j} x_{ij}^L \leq \sum_{j=1}^{\ell} \sum_{i=1}^{m_j} Q_j(x^L) \leq \ell D' = \ell D.
\]

Because the reorder size for any large item is greater than \(\epsilon D\) and the sum of reorder sizes of large items is bounded by the total reorder sizes \(kD\), we can infer that the number of large items is bounded by \(n_L < \frac{k}{\epsilon}\).

From feasibility of \(x^L\) for (scaled large packing), we also know that \(\sum_{j=1}^{k} x_{ij}^L = 1\) for any large item \(i.\) Hence, for \(\ell = 1, \ldots, k,\)

\[
\sum_{j=1}^{\ell} \sum_{i=1}^{m_j} x_{ij}^L \leq \sum_{j=1}^{\ell} \sum_{i=1}^{m_j} x_{ij}^L = \sum_{j=1}^{\ell} \sum_{i=1}^{m_j} x_{ij}^L = n_L < \frac{k}{\epsilon}.
\]

Hence, from inequalities (5), (6), and (7),

\[
\sum_{j=1}^{\ell} Q_j(x^L) \leq \epsilon^2 D \left( \ell D + \frac{k}{\epsilon} \right) = \ell D + ekD.\]
Using the relationship between reorder sizes \( s_i \) and the scaled sizes \( s_i' \), we show that, for any feasible solution of (scaled large packing), \( x' \), the objective with original sizes \( g(x') \) is closely approximated by the objective with scaled sizes \( g'(x') = \sum_{j=1}^{k}(k-j+1) \cdot Q_j(x') + \sum_{j=1}^{k} R_j'(x') \) corrected for the scaling factor \( e^2 D \).

### 4.2.1. The Approximation Property of the Solution to (Scaled Modified k RSP).

**Theorem 2.** For any assignment of large items \( x' \) feasible for (scaled modified k RSP), the values of the objective function with original and scaled sizes \( g(x') \) and \( g'(x') \), respectively, satisfy

\[
e^2Dg'(x') - \frac{k(k+1)+1}{2} \cdot \frac{e}{1-e} \leq g(x') \leq e^2Dg'(x') + \frac{k(k+1)(k+2)D}{6} \cdot \frac{e}{1-e}.
\]

**Proof.** Recall that \( s_i' = \lfloor \frac{s_i}{e^2 D} \rfloor \) and therefore, \( e^2 D s_i' \leq s_i < e^2 D s_i' + 1 \).

The reorder size \( s_i \) of any large item \( i \) satisfies \( s_i > e D \). Therefore, \( s_i' = \lfloor \frac{s_i}{e^2 D} \rfloor = \lfloor \frac{1}{e} \rfloor = \frac{1}{e} - 1 \), and for any \( \ell = 1, \ldots, k \),

\[
\sum_{j=1}^{\ell} \sum_{i=1}^{n_i} x_{ij}^l = \frac{\ell}{e(1-e)} \quad \text{for} \quad \ell = 1, \ldots, k. \quad (8)
\]

Because \( s_i < e^2 D (s_i' + 1) \) for any large item \( i \), we have, for any integer time \( j \),

\[
Q_j(x') = \sum_{i=1}^{n_i} s_{ij} x_{ij}^l < e^2 D \sum_{i=1}^{n_i} (s_i' + 1) x_{ij}^l
\]

\[
= e^2 D \left( \sum_{i=1}^{n_i} s_{ij} x_{ij}^l + \sum_{i=1}^{n_i} x_{ij}^l \right)
\]

\[
e^2 D \left( Q_j(x') + \sum_{i=1}^{n_i} x_{ij}^l \right). \quad (9)
\]

The second term in the parentheses, \( \sum_{i=1}^{n_i} x_{ij}^l \), is less than or equal to the left-hand side of inequality (8) for any \( \ell \geq j \). Therefore, we derive the inequality

\[
\sum_{i=1}^{n_i} x_{ij}^l < \frac{j}{e(1-e)} \quad \text{for} \quad j = 1, \ldots, k. \quad (10)
\]

Using inequality (10) in inequality (9), we get

\[
Q_j(x') < e^2 D \left( Q_j(x') + \frac{j}{e(1-e)} \right)
\]

\[
e^2 D Q_j(x') + j D \cdot \frac{e}{1-e} \quad \text{for} \quad j = 1, \ldots, k. \quad (11)
\]

As \( s_i \geq e^2 D s_i' \) for any \( i \),

\[
Q_j(x') = \sum_{i=1}^{n_i} s_{ij} x_{ij}^l \geq e^2 D \sum_{i=1}^{n_i} s_{ij} x_{ij}^l = e^2 D Q_j(x')
\]

for \( j = 1, \ldots, k. \quad (12)
\]

Recall that adjusted remainder of time \( \tau \) is \( \tilde{R}_\tau(x') = \min_{\ell \geq \tau} \left( \ell D - \sum_{j=1}^{\ell} Q_j(x') \right) \) and that the scaled adjusted remainder of time \( \tau \) is \( \tilde{R}_\tau'(x') = \min_{\ell \geq \tau} \left( \ell D' - \sum_{j=1}^{\ell} Q_j(x') \right) \). We derive from inequality (11) that, for any time \( \tau \),

\[
\tilde{R}_\tau(x') = \min_{\ell \geq \tau} \left( \ell D - \sum_{j=1}^{\ell} Q_j(x') \right)
\]

\[
\geq \min_{\ell \geq \tau} \left( \ell D - \sum_{j=1}^{\ell} \left( e^2 D Q_j(x') + j D \cdot \frac{e}{1-e} \right) \right)
\]

\[
= \min_{\ell \geq \tau} \left( \ell D - e^2 D \sum_{j=1}^{\ell} Q_j(x') - \frac{\ell (\ell + 1)}{2} D \cdot \frac{e}{1-e} \right)
\]

\[
\geq \min_{\ell \geq \tau} \left( \ell D - e^2 D \sum_{j=1}^{\ell} Q_j(x') \right)
\]

\[
- \max_{\ell \geq \tau} \left( \frac{\ell (\ell + 1)}{2} D \cdot \frac{e}{1-e} \right)
\]

\[
= \min_{\ell \geq \tau} \left( e^2 D \left( \ell D' - \sum_{j=1}^{\ell} Q_j(x') \right) \right)
\]

\[
- \frac{k(k + 1)}{2} D \cdot \frac{e}{1-e}
\]

\[
e^2 D \tilde{R}_\tau'(x') - \frac{k(k + 1)}{2} D \cdot \frac{e}{1-e}. \quad (13)
\]

Additionally, we derive from inequality (12) that, for any time \( \tau \),

\[
\tilde{R}_\tau(x') = \min_{\ell \geq \tau} \left( \ell D - \sum_{j=1}^{\ell} Q_j(x') \right)
\]

\[
\leq \min_{\ell \geq \tau} \left( \ell D - e^2 D \sum_{j=1}^{\ell} Q_j(x') \right)
\]

\[
= \min_{\ell \geq \tau} \left( e^2 D \left( \ell D' - \sum_{j=1}^{\ell} Q_j(x') \right) \right)
\]

\[
e^2 D \tilde{R}_\tau'(x'). \quad (14)
\]
Using the inequalities (11) and (14), we prove the upper bound on $g(x^\ell)$ as follows:

$$g(x^\ell) = \sum_{j=1}^{k} (k - j + 1)Q_j(x^\ell) + \sum_{t=1}^{k} \bar{R}_t(x^\ell)$$

$$< \sum_{j=1}^{k} (k - j + 1)\left(\bar{e}^2DQ'_j(x^\ell) + jD \cdot \frac{\epsilon}{1 - \epsilon}\right)$$

$$+ \sum_{t=1}^{k} \bar{e}^2D\bar{R}'_t(x^\ell)$$

$$= \left[\sum_{j=1}^{k} (k - j + 1)\bar{e}^2DQ'_j(x^\ell) + \sum_{t=1}^{k} \bar{e}^2D\bar{R}'_t(x^\ell)\right]$$

$$+ \sum_{j=1}^{k} (k - j + 1)D \cdot \frac{\epsilon}{1 - \epsilon}$$

$$= \bar{e}^2Dg'(x^\ell) + \left[(k + 1) \cdot \sum_{j=1}^{k} j - \sum_{j=1}^{k} j^2\right]D \cdot \frac{\epsilon}{1 - \epsilon}$$

$$= \bar{e}^2Dg'(x^\ell) + \frac{[k(k + 1)^2 - k(k + 1)(2k + 1)]D}{2} \cdot \frac{\epsilon}{1 - \epsilon}$$

$$= \bar{e}^2Dg'(x^\ell) + \frac{k(k + 1)(k + 2)D}{6} \cdot \frac{\epsilon}{1 - \epsilon}.$$  

The lower bound on $g(x^\ell)$ follows from inequalities (12) and (13):

$$g(x^\ell) \geq \sum_{j=1}^{k} (k - j + 1)\bar{e}^2DQ'_j(x^\ell)$$

$$+ \sum_{t=1}^{k} \left[\bar{e}^2D\bar{R}'_t(x^\ell) - \frac{k(k + 1)}{2} \cdot D \cdot \frac{\epsilon}{1 - \epsilon}\right]$$

$$= \left[\sum_{j=1}^{k} (k - j + 1)\bar{e}^2DQ'_j(x^\ell) + \sum_{t=1}^{k} \bar{e}^2D\bar{R}'_t(x^\ell)\right]$$

$$- \sum_{t=1}^{k} \frac{k(k + 1)}{2} \cdot D \cdot \frac{\epsilon}{1 - \epsilon}$$

$$= \bar{e}^2Dg'(x^\ell) - \frac{k^2(k + 1)D}{2} \cdot \frac{\epsilon}{1 - \epsilon}.$$  

This completes the proof of the statement of the theorem. □

Theorem 2 leads to the following lower bound on $g(x^\ell)$ for $x^\ell$ being an optimal solution of (scaled modified k-RSP):

**Theorem 3.** For any feasible solution $x$ of (k-RSP) and $x^\ell = P_{k\ell}(x)$, $g(x^\ell) \geq g(x^\ell) - \delta(\epsilon)$, where $\delta(\epsilon) = \frac{k(k+1)\bar{L}D}{2} \cdot \frac{\epsilon}{1 - \epsilon}$.

**Proof.** By Theorem 2, we have the lower bound of $g(\hat{x})$:

$$g(\hat{x}) \geq \bar{e}^2Dg'(\hat{x}) - \frac{k^2(k + 1)\bar{L}D}{2} \cdot \frac{\epsilon}{1 - \epsilon}.$$  

Because for any feasible solution of (k-RSP), the projection to the large items set, $x^\ell$, is also feasible for (scaled modified k-RSP), we use the upper bound of $g(x^\ell)$ from Theorem 2 to get

$$\bar{e}^2Dg'(\hat{x}) \geq g(x^\ell) - \frac{k^2(k + 1)(k + 2)\bar{L}D}{3} \cdot \frac{\epsilon}{1 - \epsilon}.$$  

Because $\hat{x}$ is optimal for (scaled modified k-RSP), it follows that $g'(\hat{x}) \geq g'(x^\ell)$. Combining the three inequalities, we get

$$g(\hat{x}) \geq \bar{e}^2Dg'(\hat{x}) - \frac{k^2(k + 1)\bar{L}D}{2} \cdot \frac{\epsilon}{1 - \epsilon}$$

$$\geq g(\hat{x}) - \frac{k^2(k + 1)(k + 2)\bar{L}D}{6} \cdot \frac{\epsilon}{1 - \epsilon} - \frac{k^2(k + 1)D}{2} \cdot \frac{\epsilon}{1 - \epsilon}$$

$$= g(x^\ell) - k^2(k + 1)D \cdot \frac{\epsilon}{3} \cdot \frac{1}{1 - \epsilon}$$

$$= g(x^\ell) - \delta(\epsilon).$$  

For any feasible solution $x$ of (k-RSP) and $x^\ell = P_{k\ell}(x)$, Lemma 5 states that $g(x^\ell) \geq z(x)$. Hence, a corollary of Theorem 3 and Lemma 5 is as follows.

**Corollary 1.** For any feasible solution $x$ of (k-RSP), $g(x^\ell) \geq z(x) - \delta(\epsilon)$, where $\delta(\epsilon) = \frac{k^2(k + 1)(k + 2)\bar{L}D}{3} \cdot \frac{\epsilon}{1 - \epsilon}$.  

Consequently, the algorithm LARGE ASSIGNMENT yields an output $\hat{x}$ such that $g(\hat{x})$ is at least as large as the optimal objective of (k-RSP) minus $\delta(\epsilon)$.

**4.3. The Assignment of Small Items**

Given the assignment of large items $x^\ell$ and the corresponding adjusted remainders $\bar{R}_t(x^\ell)$, we derive a valid assignment of the small items so that the joint large and small items assignment is a feasible solution to (ε-relaxed RSP).

As stated in Section 4.1, the cascading constraints are equivalent to

$$\sum_{j=1}^{k} Q_j(x^\ell) \leq \bar{R}_t(x^\ell) \quad \text{for } t = 1, \ldots, k. \quad (15)$$

The following greedy procedure assigns any yet unassigned small item to the lowest integer index time with positive adjusted remainder. For simplicity, the
small items are reindexed 1 to \( n_S \) in the procedure’s description provided below.

**Algorithm 2** (SMALL ASSIGNMENT \((\tilde{R}_1(x^L), \ldots, \tilde{R}_k(x^L), s_1, \ldots, s_{n_S})\))

\[
\tilde{R}_\ell(0) \leftarrow \tilde{R}_\ell(x^L); \quad \ell = 1, \ldots, k.
\]

**for** \( i = 1, \ldots, n_S \) **do**

\[
j(i) \leftarrow \min\{f(i)|\tilde{R}_\ell(i) - \tilde{R}_\ell(i - 1) > 0\}.
\]

Assign item \( i \) to time \( j(i) \).

\[
\tilde{R}_\ell(i) \leftarrow \tilde{R}_\ell(i - 1) - s_i; \quad \ell = 1, \ldots, j(i) - 1.
\]

\[
\tilde{R}_\ell(i) \leftarrow \tilde{R}_\ell(i - 1) - s_i; \quad \ell = j(i), \ldots, k.
\]

**end for**

Let \( \hat{x}^S \) denote the output assignment of the small items of SMALL ASSIGNMENT.

**Lemma 8.** Algorithm SMALL ASSIGNMENT is correct, and its complexity is linear, \( O(n_S) \).

**Proof.** To prove correctness, one needs to prove that the algorithm terminates only after all small items were assigned, meaning that there is always a positive adjusted remainder available for each small item.

The notation used in SMALL ASSIGNMENT, \( \tilde{R}_\ell(h) \), is the slack of cascading constraint (15) at time \( \ell \) after iteration \( h \). That is, \( \tilde{R}_\ell(h) = \tilde{R}_\ell(x^L) - \sum_{j=1}^{h} \sum_{i=1}^{n_S} s_i \hat{x}^S_i \). Also, \( \tilde{R}_\ell(n_S) = \tilde{R}_\ell(x^L) - \sum_{j=1}^{n_S} \sum_{i=1}^{n_S} s_i \hat{x}^S_i = \tilde{R}_\ell(x^L) - \sum_{j=1}^{n_S} Q(\hat{x}^S) \).

By the definition of remainders and adjusted remainders, it follows that the initial slack corresponding to day \( k \) is \( \tilde{R}_k(0) = \tilde{R}_k(x^L) = \tilde{R}_k(x^L) - kD - \sum_{j=1}^{k} s_j = \sum_{j=1}^{k} s_j \). In each iteration of SMALL ASSIGNMENT, the slack corresponding to day \( k \) is reduced by the reorder size of the small item assigned at that iteration. Therefore, the slack of day \( k \) is positive until all small items have been assigned. That is, SMALL ASSIGNMENT guarantees an assignment of all of the small items.

The complexity of SMALL ASSIGNMENT is linear, because there are \( n_S \) iterations, each of which runs in \( O(1) \) steps when \( k \) is a constant as assumed here. \( \square \)

As an illustrative example, consider the adjusted remainders in Figure 4 and the small items in Table 3. SMALL ASSIGNMENT assigns item 4 to time 1 and item 5 to time 2. Figure 5 visualizes this assignment example of small items. Columns heights correspond to the values of the adjusted remainders. The rectangles with patterns in each column are the small items that are reindexed on or before the indexed time. The combined assignment of all items is shown by Figure 6. In Figure 6(a), the column heights are truncated by the same amount as the difference between remainder and adjusted remainders. Figure 6(b) combines the assignment of large items and small items in the truncated columns.

The update of the slacks \( \tilde{R}_\ell(h) \) in the algorithm is such that the following properties hold.

**Property 1.** The slacks before the assigning timing \( j(h) \) are unaffected.

**Property 2.** The slacks of time \( j(h) + 1, \ldots, k \) are reduced by the same amount as the slack of assigning timing \( j(h) \).

We note that Property 1 is not satisfied by the (RSP0) formulation and that Property 2 does not hold for multi-cycle RSP.

From the two properties, it follows that the positive slacks at each iteration are nondecreasing in the integer indices of time from one to \( k \).

**Lemma 9.** For any \( 1 \leq h \leq n_S \), \( 0 < \tilde{R}_j(h - 1) \leq \tilde{R}_j(h + 1) \leq \tilde{R}_j(h + 2) \leq \cdots \leq \tilde{R}_h(h - 1) \).

**Proof.** We prove this by induction on the iteration index.

Base: Because the adjusted remainders are defined as \( \tilde{R}_k(x^L) = \min_{j \geq 1} R_k(x^L) \), we have \( \tilde{R}_1(x^L) \leq \tilde{R}_2(x^L) \leq \cdots \leq \tilde{R}_k(x^L) \). Additionally, \( \tilde{R}_1(0) = \tilde{R}_1(x^L) \) for all \( \ell \), we also have \( \tilde{R}_1(0) \leq \tilde{R}_2(0) \leq \cdots \leq \tilde{R}_k(0) \). The algorithm SMALL ASSIGNMENT assigns \( j(1) \) to be the smallest integer index such that \( \tilde{R}_j(0) > 0 \). Therefore, \( 0 < \tilde{R}_j(0) \leq \tilde{R}_j(1) \leq \cdots \leq \tilde{R}_k(0) \), and the statement is true for \( h = 1 \).

Inductive step: Assume that the statement holds for \( h, 1 \leq h \leq n_S - 1 \); now, we prove for \( h + 1 \). Because \( j(h + 1) \geq j(h) \), the assumption implies that \( \tilde{R}_j(h + 1) \leq \tilde{R}_j(h + 1) \leq \tilde{R}_j(h + 1) \leq \cdots \leq \tilde{R}_h(h - 1) \). Because \( \tilde{R}_h(h) = \tilde{R}_h(h + 1) - s_k \) and all \( \ell \geq j(h), \tilde{R}_j(h + 1) \leq \tilde{R}_j(h + 1) \leq \cdots \leq \tilde{R}_h(h) \). Moreover, by the algorithm SMALL ASSIGNMENT, we have \( \tilde{R}_j(h + 1) > 0 \). Therefore, \( 0 < \tilde{R}_j(h + 1) \leq \tilde{R}_j(h + 1) \leq \cdots \leq \tilde{R}_h(h) \). \( \square \)

**Figure 5.** (a) Adjusted Remainders and (b) Assignment of Small Items for the Example in Table 3 by SMALL ASSIGNMENT.
Next, we show that the joint assignment of large items with the output assignment of small items \( \hat{x}^L \) yields a feasible solution for (\( \varepsilon \)-relaxed RSP).

**Lemma 10.** The assignment \( \hat{x} = \hat{x}^L + \hat{x}^S \) is feasible for (\( \varepsilon \)-relaxed RSP).

**Proof.** It is easy to see that \( \hat{x} \) is valid. It remains to show that \( \hat{x} \) satisfies the \( \varepsilon \)-relaxed cascading constraints.

By Lemma 7, we know that \( \sum_{j=1}^\ell Q_j(x^L) \leq \ell D + ekD \), and therefore, \( \bar{R}_{\ell}(x^L) = \ell D - \sum_{j=1}^\ell Q_j(x^L) \geq -ekD \) for any \( \ell \). Thus, \( \bar{R}_{\ell}(x^L) = \min_{i \in \mathbb{Z}} \bar{R}_i(x^L) \leq -ekD \) for any \( \ell \).

By Lemma 9, only the positive slacks could be reduced at each iteration. Additionally, because the re-order sizes of small items are less than or equal to \( \varepsilon D \), the reduction is at most \( \varepsilon D \). Thus, \( \bar{R}_{\ell}(h) \leq -ekD \) for any \( \ell \) and \( h \), meaning that \( \sum_{j=1}^\ell Q_j(x^S) + \sum_{j=1}^\ell Q_j(x^\bar{L}) \leq \bar{R}_\ell(x^L) + ekD \).

By definition of \( \bar{R}_{\ell}(x^L) \), for any \( \ell \), \( \bar{R}_{\ell}(x^L) \leq R_{\ell}(x^L) = \ell D - \sum_{j=1}^\ell Q_j(x^L) \), and therefore, \( \sum_{j=1}^\ell Q_j(x^S) + \sum_{j=1}^\ell Q_j(x^\bar{L}) \leq \ell D + ekD \). \( \square \)

**Lemma 11.** \( \bar{R}_{\ell}(nS) \leq 0 \) for \( \ell = 1, \ldots, k \).

**Proof.** By contradiction, suppose that, at the conclusion of the algorithm \( \text{small assignment} \), there exists an index \( \ell \) so that \( \bar{R}_{\ell}(nS) > 0 \). This implies that \( j(h) \leq \ell \) for any \( h \), meaning that all small items are assigned to the first \( \ell \) integer times. In that case, \( \sum_{j=1}^\ell Q_j(x^S) = \sum_{h \in \mathbb{Z}} s_h \). Therefore, \( \bar{R}_{\ell}(nS) = \bar{R}_{\ell}(x^L) - \sum_{j=1}^\ell Q_j(x^L) = \bar{R}_{\ell}(x^L) - \sum_{h \in \mathbb{Z}} s_h \leq \bar{R}_{\ell}(x^L) - \sum_{h \in \mathbb{Z}} s_h = (kD - \sum_{h \in \mathbb{Z}} s_h) - \sum_{h \in \mathbb{Z}} s_h = 0 \), contradicting the assumption. \( \square \)

**Theorem 4.** Given the assignment of large items \( \hat{x}^L \) that is optimal for (scaled modified \( k \) RSP1), \( \text{small assignment} \) will generate an output \( \hat{x}^S \) such that \( z(\hat{x}^S) \geq \sum_{\ell=1}^k \bar{R}_\ell(\hat{x}^L) \).

**Proof.** From Lemma 11, \( \sum_{\ell=1}^k Q(\hat{x}^S) = \bar{R}_\ell(\hat{x}^L) - \bar{R}_\ell(nS) \geq \bar{R}_\ell(\hat{x}^L) \). Therefore,

\[
z(\hat{x}^S) = \sum_{\ell=1}^k (k-j)Q(\hat{x}^S) = \sum_{j=1}^k \sum_{\ell=1}^k Q(\hat{x}^S) \geq \sum_{\ell=1}^k \bar{R}_\ell(\hat{x}^L).
\]

**Theorem 5.** Let \( \hat{x} = \hat{x}^L + \hat{x}^S \), where \( \hat{x}^L \) and \( \hat{x}^S \) are the outputs of algorithms \( \text{large assignment and small assignment} \), respectively. Then, for any \( x \) that is feasible for (\( k \)-RSP1), \( z(\hat{x}) \geq z(x) - \delta(e) \).

**Proof.** By Theorem 4, \( z(\hat{x}^S) \geq \sum_{\ell=1}^k \bar{R}_\ell(\hat{x}^L) \), and therefore, \( z(\hat{x}) = z(\hat{x}^L) + z(\hat{x}^S) \geq z(\hat{x}^L) + \sum_{\ell=1}^k \bar{R}_\ell(\hat{x}^L) = g(\hat{x}^L) \). Additionally, by Corollary 1, \( g(\hat{x}^L) \geq z(x) - \delta(e) \) for any \( x \) that is feasible of (\( k \)-RSP1). Therefore, \( z(\hat{x}) \geq g(\hat{x}^L) \geq z(x) - \delta(e) \) for any \( x \) that is feasible of (\( k \)-RSP1).

Therefore, assignment \( \hat{x} \) described in Theorem 5 attains an objective value \( z(\hat{x}) \) that is at least as much as the optimal objective of (\( k \)-RSP1) minus \( \delta(e) \).

### 4.4. The \((1 + \varepsilon^k)\)-Approximation Algorithm

Combining the theorems of the previous sections, the algorithms \( \text{large assignment and small assignment} \) deliver an FPTAS for single-cycle RSP: that is, a \((1 + \varepsilon)\)-approximation algorithm for any \( \varepsilon > 0 \). The \((1 + \varepsilon)\)-approximation algorithm consists of following steps.

**Algorithm 3.** \((1 + \varepsilon^k)\)-Approximation Algorithm

**Step 1.** (Initialize) Let \( \varepsilon = \frac{\varepsilon'}{\ell} \), \( D = \frac{1}{n} \sum_{i=1}^n s_i \); (Partition the items into large and small) Let \( L_k = \{i : s_i > \varepsilon D\} \) and \( S_k = \{i : s_i \leq \varepsilon D\} \); (Scaling) Let \( s'_i = \frac{s_i}{\varepsilon} \) for \( i \in L_k \), and let \( D' = \frac{1}{n} \).
Step 2. Call LARGE ASSIGNMENT \((D', s'_i \text{ for } i \in I_1)\) to get \(\hat{x}^1\):
- Compute \(R_e(x^1) = \ell D - \sum_{i=1}^{\ell} Q(x^1)\) for \(\ell = 1, \ldots, k\);
- Compute \(\hat{R}(x^1) = \min_{\ell} R_e(x^1)\) for \(\ell = 1, \ldots, k\);

Step 3. Apply SMALL ASSIGNMENT \((\hat{R}_1(\hat{x}^1), \ldots, \hat{R}_k(\hat{x}^1), s_i)\) for \(i \in I_2\) to get \(\hat{x}^2\);

Step 4. Output \(\hat{x}^e = \hat{x}^1 + \hat{x}^2\).

**Theorem 6.** The \((1 + \epsilon')\)-approximation algorithm is a \((1 + \epsilon')\)-approximation algorithm for single-cycle RSP.

**Proof.** Let \(x^*\) be an optimal solution of \((k\text{-RSP}_1)\) and \(V^*\) be the corresponding peak inventory level.

As stated in Theorem 5, \(z(\hat{x}) \geq z(x) - \delta(e)\) for any \(x\) that is feasible of \((k\text{-RSP}_1)\), including \(x^*\). From Lemma 4, the inventory levels at time \(k\) for \(\hat{x}\) and \(x^*\) are \(V_k(\hat{x}) = \frac{C - z(\hat{x})}{k}\) and \(V_k(x^*) = \frac{C - z(x^*)}{k}\), respectively. Therefore,

\[
V_k(\hat{x}) = \frac{C - z(\hat{x})}{k} \leq \frac{C - (z(x^*) + \delta(e))}{k} = V_k(x^*) + \frac{\delta(e)}{k}. \tag{1}
\]

From Lemma 6, it follows that the peak inventory level for \(\hat{x}\) satisfies \(V(\hat{x}) \leq V_k(\hat{x}) + ekD\). Because \(x^*\) is a solution of \((k\text{-RSP}_1)\), the peak inventory level for \(x^*\) is \(V^* = V_k(x^*)\). Hence,

\[
V(\hat{x}) \leq V_k(\hat{x}) + ekD \leq V^* + \frac{\delta(e)}{k} + ekD. \tag{2}
\]

That is, for the optimum peak storage of \((k\text{-RSP}_1)\), \(V^*\), and the output of our \((1 + \epsilon')\)-approximation, \(\hat{x}\), the ratio \(V(\hat{x})/V^*\) is at most \(1 + \frac{\delta(e)}{k} + ekD\). Because \(V^* \geq \frac{k+1}{2} \sum_{i=1}^{n} s_i = \frac{(k+1)(2k+1)}{2} D\), it follows that

\[
\left(\frac{\delta(e)}{k} + ekD\right)/V^* \leq \frac{2}{k(k+1)D} \left(\frac{(k+1)(2k+1)}{3}\right) \cdot \frac{\epsilon}{1 - \epsilon} + ekD. \tag{3}
\]

Substituting the second term in the parentheses by \(ekD < kD \cdot \frac{\epsilon}{1 - \epsilon}\) and canceling \(D\), we get

\[
\left(\frac{\delta(e)}{k} + ekD\right)/V^* \leq \frac{2}{k(k+1)} \cdot \left(\frac{(k+1)(2k+1)}{3}\right) \cdot \frac{\epsilon}{1 - \epsilon} + k \cdot \frac{\epsilon}{1 - \epsilon} \leq \frac{2(2k^2 + 6k + 1)}{3k(k+1)} \cdot \frac{\epsilon}{1 - \epsilon}. \tag{4}
\]

It is easy to show that \(\frac{2(2k^2 + 6k + 1)}{3k(k+1)} < 3\) when \(k \geq 2:\)

\[
\begin{align*}
3 \cdot 3k(k+1) - 2(2k^2 + 6k + 1) &= 5k^2 - 3k - 2 \\
&= k \cdot (5k - 3) - 2 \geq 2 \cdot 7 - 2 = 12 > 0 \\
\Rightarrow 3 \cdot 3k(k+1) - 2(2k^2 + 6k + 1) &> 2(2k^2 + 6k + 1) \\
\Rightarrow 3 &> \frac{2(2k^2 + 6k + 1)}{3k(k+1)}.
\end{align*}
\]

Therefore, the ratio \(V(\hat{x})/V^*\) is at most \(1 + \frac{3k}{1 - \epsilon} = 1 + \epsilon'\) as \(\epsilon = \frac{\epsilon'}{3k}\). Hence, \(\hat{x}\) is a \((1 + \epsilon')\)-approximate solution to RSP. \(\square\)

The complexity of this \((1 + \epsilon')\)-approximation procedure is dominated by the complexity of LARGE ASSIGNMENT, which is \(O(\frac{n}{\epsilon})\) for constant \(k\). (SMALL ASSIGNMENT takes linear time in \(n\).) Note that \(\frac{1}{\epsilon} = \frac{3k}{2} = O(\frac{n}{\epsilon})\). Therefore, the complexity of RSP \((1 + \epsilon')\)-approximation algorithm is \(O(\frac{n}{\epsilon})\), which is polynomial in \(n\) and \(\frac{1}{\epsilon}\) for constant \(k\). Additionally, a family of \((1 + \epsilon')\)-approximation algorithms with complexity that is polynomial in \(n\) and \(\frac{1}{\epsilon}\) is called a fully polynomial time approximation scheme.

### 5. A Polynomial Time Approximation Scheme for Single-Cycle RSP with Nonconstant \(k\)

In this section, we combine the \((1 + \frac{1}{k})\)-approximation algorithm by Hall (1998) with the FPTAS that we just presented to get a PTAS for single-cycle RSP with nonconstant \(k\). Because this problem is strongly NP-hard, a PTAS is the best approximation possible.

The \((1 + \frac{1}{k})\)-approximation algorithm of Hall (1998) has a complexity of \(O(n)\). Recall that the continuous single-cycle RSP has closed form solutions (Homer 1966, Page and Paul 1976, Zoller 1977). The algorithm of Hall (1998) rounds down the reorder timings of the optimal solution for the continuous problem. As the value of \(k\) increases, the resolution of the discrete problem becomes more and more refined, and the rounded solution becomes very close to the continuous solution and close to the optimum. (This is because the continuous optimal solution is a lower bound on the value of the discrete optimum.) For the sake of completeness, we include the pseudocode of the algorithm below.

**Algorithm 4.** \((1 + \frac{1}{k})\)-approximation (Hall 1998)

for \(i = 1, \ldots, n\) do

\[
j(i) \leftarrow \left\lfloor \frac{k \cdot \sum_{h=1}^{i} s_h}{\sum_{h=0}^{n} s_h} \right\rfloor.
\]

Assign item \(i\) to time \(j(i)\).

done

Although this \((1 + \frac{1}{k})\)-approximation algorithm performs better as \(k\) increases, our FPTAS works well for small values of \(k\), where the continuous solution is not close to the discrete solution and the approximation algorithm of Hall (1998) does not work well.

We take advantage of the complexity of Hall’s algorithm and the approximation factor of our FPTAS into a PTAS, which works as follows. Ehen \(k > \frac{3}{2}\) we run the algorithm of Hall (1998), which is a \((1 + \epsilon)\)-approximation algorithm. When \(k \leq \frac{3}{2}\), we run the FPTAS in this paper, and the running time is...
and that the problem is weakly NP-hard for constant joint cycle length. Although it was known that discrete RSP is NP-hard even when the joint cycle length is nonconstant, we devise here the first known PTAS for the case when individual cycles are identical (single-cycle). For nonconstant joint cycle-length discrete RSP, we devise here the first known PTAS for the single-cycle that runs in linear time for fixed $\epsilon$. The question of whether there exists an FPTAS and a PTAS for the respective cases of the multi-cycle RSP remains open.
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