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A B S T R A C T

We demonstrate here that submodular minimization (SM) problems subject to constraints containing up to two variables per inequality, SM2, are 2-approximable in polynomial time and a better approximation factor cannot be achieved in polynomial time unless \( \text{NP}=\text{P} \). The 2-approximation holds when either the constraints have the round-up property (the rounding up of a feasible fractional solution is feasible) or, if the constraints do not have this property, for monotone submodular functions. The submodular minimization or supermodular maximization on constraints where the coefficients of the two variables in each constraint are of opposite signs (monotone constraints) is solvable in polynomial time. The 2-approximability and the polynomial time solvability for monotone constraints hold also for multi-sets that contain elements with integer multiplicity greater than 1, except that the running time is then pseudo-polynomial in that it depends on the range of the variables. This complexity cannot be improved unless \( \text{NP}=\text{P} \).

Our results indicate that SM2 problems are not much harder than the respective linear integer problems on two variables per constraint: For monotone constraints both problems are polynomial time solvable, and for non-monotone NP-hard problems, both problems have 2-approximation algorithms. For SM2 problems the factor 2 approximation is provably best possible, whereas for the respective linear integer problems it has not been established that the factor 2 is best possible, but this has been conjectured. On the other hand, for SM2 problems where the two variables constraints' coefficients form a totally unimodular constraint matrix, the linear integer optimization problem is solved in polynomial time, whereas the submodular optimization is proved here to be NP-hard.

The submodular minimization NP-hard problems for which our general purpose 2-approximation algorithm applies include submodular-vertex cover, submodular-2SAT, submodular-min satisfiability, submodular-edge deletion for clique, submodular-node deletion for biclique and others.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

We demonstrate here that constrained submodular minimization problems, where each constraint has at most two variables, (SM2), are 2-approximable in polynomial time. This holds if either the constraints have the round-up property, or if the submodular function is monotone. This approximation factor of 2 for SM2 is provably best possible unless \( \text{NP}=\text{P} \). This result is shown here to apply for multi-sets submodular minimization as well. For SM2 with the coefficients of the two variables in each constraint having opposite signs, monotone constraints, the submodular minimization problem is known
to be solvable in (strongly) polynomial time. Multi-sets submodular minimization on monotone constraints are shown to be solvable in pseudopolynomial time that depends on the largest multiplicity of a set, and this running time cannot be improved (by removing this dependence) unless \( \text{NP}=\text{P} \).

A nonnegative function \( f \) defined on the subsets of a set \( V \) is said to be submodular if it satisfies for all \( X, Y \subseteq V \),
\[
 f(X) + f(Y) \geq f(X \cap Y) + f(X \cup Y). 
\]
A submodular function \( f \) is said to be monotone if \( f(S) \leq f(T) \) for any \( S \subseteq T \). A binary vector \( x \) is said to be the characteristic vector of the set \( X \).

The SM2 problem addressed here is

\[
\min_{x \in \{0, 1\}^n} f(X) \quad \text{subject to} \quad a_i x_i + b_j x_j \geq c_{ij} \quad \text{for all} \quad (i, j) \in A, \\
x_j \in \{0, 1\} \quad \text{for all} \quad j \in V,
\]

where \( a_i, b_j \) and \( c_{ij} \) are any real numbers and \( A \) is a set of pairs (including singletons, and also allowing multiple copies of the same pair) defining the constraints. Our main results are that any SM2 problem, with constraints that satisfy the round up property or with monotone submodular objective function, is 2-approximable in polynomial time and this approximation factor cannot be improved unless \( \text{NP}=\text{P} \). A set of constraints satisfies the round up property if any feasible half integer solution can be rounded up to an integer feasible vector. Vertex cover and all covering constraints satisfy the round up property, but non-covering problems, such as minimum (weighted) node deletion so remaining graph is a maximum clique, satisfy the round up property as well. The formulations and discussion of the properties of these and other SM2 problems are given in Section 3.1.

An inequality constraint in up to two variables, \( a_i x_i - b_j x_j \geq c_{ij} \) is called monotone if \( a_i \) and \( b_j \) have the same signs. (This concept of monotonicity is unrelated to the monotonicity of a submodular function.) The feasible solutions of monotone constraints form a distributive lattice (a ring family), and submodular minimization over a ring family is known to be polynomial time solvable. Submodular minimization over a ring family was first shown to be solved in strongly polynomial time by Grötschel, Lovász, and Schrijver in [4]. Combinatorial strongly polynomial algorithms were given later by Schrijver, [21] and by Iwata, Fleischer, and Fujishige [13]. The current fastest strongly polynomial algorithms on a ring family were devised by Orlin [20], and later by Iwata and Orlin, [15].

In contrast to the polynomial solvability of submodular minimization over monotone constraints, the submodular minimization (or supermodular maximization) over constraints with totally unimodular constraints matrix is known to be NP-hard. This indicates that monotone constraints form a more significant structure than totally unimodular constraints, in terms of complexity, for submodular (supermodular) minimization (maximization).

The results here apply also to submodular minimization on multi-sets, (SM2-multi). These are submodular functions defined on sets containing elements with multiplicity greater than 1. A nonnegative integer vector \( x \in \mathbb{Z}^n \) is the characteristic vector of a multiset \( X = \{(i, q_i) | x_i = q_i\} \), where \( (i, q_i) \in X \) means that \( X \) contains element \( i \) \( q_i \) times, for positive integers \( q_i \). All properties of submodular functions extend to multi-sets, with the generalized definition of containment, \( X_1 \subseteq X_2 \), meaning that for all \( (i, q_i) \in X_1, (i, q'_i) \in X_2 \) with \( q_i \leq q'_i \). The problem of constrained submodular minimization on multi-sets is then \( \min \{ f(X) | Ax \geq b, 0 \leq x \leq u, x \in \mathbb{Z}^n \} \) for \( u \) the vector of upper bounds on the multiplicities of the elements. Let the upper bound on the multiplicity of element \( i \) be \( u_i \). The formulation of SM2-multi is then,

\[
\min_{u \leq x \leq u'} f(X) \quad \text{subject to} \quad a_i x_i + b_j x_j \geq c_{ij} \quad \text{for all} \quad (i, j) \in A, \\
0 \leq x_j \leq u_j \quad \text{and integer, for all} \quad j \in V.
\]

The respective 2-approximations or polynomial time algorithms for multi-sets are shown to be attainable in time polynomial in \( U = \max_{i=1,...,n} u_i \). The dependence of the run time on \( U \) cannot be removed (to, say, logarithmic dependence) unless \( \text{NP}=\text{P} \). This is because finding a feasible solution to a monotone integer linear program on constraints with up to two variables per inequality was shown to be NP-hard, [18]. The pseudopolynomial run time of the algorithms for integer linear optimization on monotone constraints, in [11], and for SM2-multi here, indicate that these two problems are in fact weakly NP-hard.

1.1. Related research

A prominent example of SM2 is the submodular vertex cover, SM-vertex cover, where the constraint matrix \( A \) contains exactly two 1s per row and \( b \) is a vector of 1s.

Approximating SM-vertex cover has been a subject of previous research work. Three different 2-approximation algorithms were devised for the problem: Koufogiannakis and Young [17] devised approximations for SM-“covering” problems with monotone submodular objective function. Their approach is based on the frequency technique (called maximal dual feasible technique in [7] Ch. 3). Their algorithm is a 2-approximation for the SM-vertex cover for monotone submodular objective function. Goel et al. [3] devised a 2-approximation algorithm for SM-vertex cover with monotone submodular function which involves solving a relaxation with the Ellipsoid method with a separation algorithm equivalent to a submodular minimization problem. Goel et al. further proved that submodular vertex cover is inapproximable within a factor better than 2. Iwata and Nagano in [14] presented a 2-approximation algorithm for the SM-vertex cover, and addressed the SM-set cover and the SM-edge cover. Their algorithm does not require the submodular function to be monotone. Iwata and Nagano’s technique relies on using Lovász extension of submodular minimization to convex minimization.
1. Contributions here

We devise here a unified framework for generating 2-approximation algorithms for all NP-hard SM2 and SM2-multi problems with constraints that have the round-up property, or, if round-up does not hold, for monotone submodular functions. Unlike previous results, these algorithms do not require solving a linear programming relaxation or using the Lovász extension convex optimization, yet run in strongly polynomial time (Theorem 1). In particular, our algorithm is a 2-approximation algorithm for the SM-vertex cover (without restriction of submodular function’s monotonicity). Other NP-hard submodular minimization problems for which we derive 2-approximations include the following: the submodular min-2SAT, minimum node deletion biclique, minimum edge deletion clique, and min SAT. Among these only the SM-min-2SAT requires monotone submodular objective function.

Our results shed some light on the relationship between submodular minimization and integer linear minimization. Obviously submodular minimization can only be harder than integer linear minimization. Indeed, as we show in Section 5 Theorem 3, SM-vertex cover on bipartite graphs is an NP-hard problem, whereas the linear vertex cover on bipartite graphs is polynomial time solvable. This demonstrates that submodular minimization over a totally unimodular constraint matrix, is NP-hard, and hence strictly harder than the respective integer linear optimization. On the other hand, for two variables per inequality constraints, submodular minimization is not harder than the respective integer linear optimization in that, like in the respective linear case, there is a unified 2-approximation polynomial time algorithm for any NP-hard SM2. That 2-approximation algorithm is a generalization of the unified 2-approximation algorithm, devised in [10], for any NP-hard integer linear minimization on two variables per inequality constraints. Our results indicate that there is a difference in the approximability of the submodular versus the linear case: Hochbaum conjectured in [6] that the lower bound on approximability of the vertex cover problem is $2 - \epsilon$. Yet, the tightest lower bound established to date on the approximability of vertex cover is 1.36 [1], whereas for the submodular monotone analog it is $2 - \epsilon$ [3]. The latter closes the gap between the lower bound and the factor 2 approximation, conjectured in [6], only for submodular vertex cover but not for linear vertex cover. Since the vertex cover problem is as general as the entire class of minimization problems on two variables per inequality (a proof is provided in [8]), it follows that for all NP-hard submodular minimization problems on two variables per inequality, the polynomial time 2-approximation algorithms presented cannot be improved.

Summary of contributions.

1. We present here the first known polynomial time 2-approximation algorithms for a large family of constrained submodular minimization problems, SM2 and SM2-multi, with constraints that contain at most two variables per inequality. We provide a direct and simple proof of the 2-approximability using only the properties of submodular functions improving on past work for SM-vertex cover. A previous 2-approximation of SM-vertex cover, [14], used a construction based on Lovász convex extension of submodular functions which involved an “intermediate” convex formulation that is shown here to be unnecessary.

2. SM2-multi problems on monotone constraints are shown to be solved in polynomial time that depends on the multiplicity of the sets for either submodular minimization or supermodular maximization. This complexity cannot be improved, as the linear version of SM2 on monotone constraints is (weakly) NP-hard.

3. Submodular minimization over constraints with coefficients’ matrix that is totally unimodular is proved to be NP-hard in Theorem 3. In particular, submodular vertex cover on bipartite graphs is an NP-hard problem. This proof provides additional evidence to the difficulty of generalizing linear optimization, or approximation, algorithms to the submodular context. But the closely related problems of bipartite-submodular vertex cover, and bipartite-supermodular independent set, on bipartite graphs, are shown to be polynomial time solvable. (Bipartite-submodular and bipartite-supermodular functions are defined in Section 2.)

4. The 2-approximation factor is shown to be best possible approximation factor for all SM2 problems. This follows from the lower bound proof on the approximability of SM-vertex cover of Goel et al. [3], proving that SM-vertex cover cannot be approximated in polynomial time within a factor of $2 - \epsilon$, for any $\epsilon > 0$, unless $\text{NP}=\text{P}$.

2. Notations and preliminaries

Given an $m \times n$ real matrix $A^{(2)}$, where each row contains at most two non-zeros, the SM2 problem can be written as $\min f(X) | A^{(2)} x \geq b, 0 \leq x \leq u$, integer for $u_{ij} = 1$ for $j = 1, 2, \ldots, n$. For general positive values of $u_{ij}$, the problem is called SM2-multi.

An important class of SM2 has the two non-zeros in each row of $A^{(2)}$ of opposite signs in which case the constraints are said to be monotone. SM2 problems on monotone constraints are shown here to be polynomial time solvable.

A feasible SM2 (that has a feasible integer solution) is said to have the round-up property, if for any given feasible half integral solution vector $x^\frac{1}{2}$ there exists an integer feasible solution $x^{\text{int}}$ such that $x^\frac{1}{2} \leq x^{\text{int}}$. We refer to an SM2 with such set of constraints as round-up-SM2. Notice that the round-up property depends on the constraints only. All covering matrices, where the inequalities are $\geq$ constraints and all coefficients are non-negative, have the round-up property. But there are also non-covering matrices that have the round-up property.

For a directed graph $G = (V, A)$ a set of nodes $D \subseteq V$ is said to be closed if all the successors (or predecessors) of the nodes in $D$ are also in $D$. In other words, the transitive closure of $D$, forming all the nodes reachable from nodes of $D$ along a directed
path in $G$, is equal to $D$. We call linear constraints on two variables of the form $x \leq y$ closure constraints. Closure constraints are obviously monotone.

A directed graph is said to be a closure graph if all arcs are of infinite capacity. An $s, t$-graph $G_{st} = (V \cup \{s, t\}, A \cup A_t \cup A_s)$ with $A_t$ the set of arcs adjacent to source $s$ and $A_s$ a set of arcs adjacent to sink $t$, is called a closure $s, t$-graph if all finite capacity arcs are either in $A_t$ or $A_s$.

A function $f$ is said to be supermodular if for all $X, Y \subseteq V, f(X) + f(Y) \leq f(X \cap Y) + f(X \cup Y)$.

A function $f$ defined on a bipartite graph $G = (V_l \cup V_r, E)$ is bipartite-submodular if there exist two submodular functions $f_1$ and $f_2$ defined on $V_l$ and $V_r$, respectively, such that, for $X_1 = X \cap V_1, X_2 = X \cap V_2$,

$$f(X) = f_1(X_1) + f_2(X_2).$$

A bipartite-supermodular function is defined analogously.

### 3. Some of the submodular minimization problems solved here

Table 1 lists several SM2 submodular problems for which the algorithmic framework devised here applies. In the table it is noted, for each problem, whether it has the round-up property or not. Problems that are polynomial time solvable with the technique here are indicated with an approximation factor of 1.

We now provide the formulations and discussion of properties for each of the problems. The SM-closure problem is discussed in Section 4.2.

#### 3.1. Formulations of several SM2 problems

**Vertex cover.** The vertex cover problem is to find a subset of nodes in a graph $G = (V, E)$ so that each edge in $E$ has at least one endpoint in the subset.

$$\text{min}_{(\text{SM-vertex-cover})} \quad \begin{array}{l} f(X) \\ \text{subject to} \\ x_i + x_j \geq 1 \quad \text{for all } [i, j] \in E \\ x_i \text{ binary } \quad i \in V. \end{array}$$

The submodular vertex cover problem was shown to have a 2-approximation by Iwata and Nagano, [14] for general submodular $f()$. SM-vertex cover obviously has the round-up property and therefore the 2 approximation described here applies to any general submodular objective function. When the graph $G = (V_l \cup V_r, E)$ is bipartite, the SM-vertex-cover is still NP-hard (Section 5), but for a bipartite-submodular objective, $f(X_1 \cup X_2) = f_1(X_1) + f_2(X_2)$, for $X_i \subseteq V_i, i = 1, 2$, the problem is polynomial time solvable.

**Complement of maximum clique.** The maximum clique problem is a well known optimization problem that is notoriously hard to approximate, e.g. Hastad, [5]. The problem is to find in a graph the largest set of nodes that forms a clique—a complete subgraph.

An equivalent statement of the clique problem is to find the complete subgraph which maximizes the number (or more generally, sum of weights) of the edges in the subgraph. When the weight of each edge is 1, then there is a clique of size $k$ if and only if there is a clique on $\binom{k}{2}$ edges. The inapproximability result for the node version extends trivially to this edge version as well.

The complement of this edge variant of the maximum clique problem is to find a minimum weight of edges to delete so the remaining subgraph induced on the non-isolated nodes is a clique. We define here the SM-edge deletion for clique. For a graph $G = (V, E)$, the submodular function $f(Z)$ is defined on the set of variables $z_{ij}$ for all edges $[i, j] \in E$. Let $x_j$ be a variable that is 1 if node $j$ is in the clique, and 0 otherwise. Let $z_{ij}$ be 1 if edge $[i, j] \in E$ is deleted.

$$\text{min}_{(\text{SM-Clique-edge-delete})} \quad \begin{array}{l} f(Z) \\ \text{subject to} \\ 1 - x_i \leq z_{ij} \quad [i, j] \in E \\ 1 - x_j \leq z_{ij} \quad [i, j] \in E \\ x_i + x_j \leq 1 \quad [i, j] \notin E \\ x_j \text{ binary } \quad j \in V \\ z_{ij} \text{ binary } \quad [i, j] \in E. \end{array}$$

### Table 1

Examples of 2-approximable and polynomial time solvable SM-problems.

<table>
<thead>
<tr>
<th>SM-problem name</th>
<th>Monotone constraints</th>
<th>Round-up property</th>
<th>Submodular objective $f()$</th>
<th>Aprrox factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vertex cover</td>
<td>No</td>
<td>Yes</td>
<td>any</td>
<td>2</td>
</tr>
<tr>
<td>Complement of max-clique</td>
<td>No</td>
<td>Yes</td>
<td>any</td>
<td>2</td>
</tr>
<tr>
<td>Node-deletion bi-clique</td>
<td>No</td>
<td>Yes</td>
<td>any</td>
<td>2</td>
</tr>
<tr>
<td>Min-satisfiability</td>
<td>No</td>
<td>Yes</td>
<td>any</td>
<td>2</td>
</tr>
<tr>
<td>Min-2SAT</td>
<td>No</td>
<td>No</td>
<td>monotone</td>
<td>2</td>
</tr>
<tr>
<td>SM-closure</td>
<td>Yes</td>
<td>NA</td>
<td>any</td>
<td>1</td>
</tr>
</tbody>
</table>
This formulation has two variables per inequality and therefore it is SM2. This SM2 is of covering-type because a fraction value of $z_{ij}$ can be rounded up, (note that the respective $x_i$ and $x_j$ may be rounded up or down without affecting the objective function), and therefore the 2-approximation algorithm applies to any submodular function. The gadget and network for solving the monotonized SM-Clique-edge-delete problem are given in detail in [3].

**Node deletion biclique.** Here we consider the submodular minimization of node deletion in a bipartite graph $(V_1 \cup V_2, E)$ so that the subgraph induced on the remaining nodes forms a biclique (a complete bipartite graph). This problem is identical to the submodular vertex cover on a bipartite graph, proved in Section 5 to be NP-hard. The linear version of this problem is polynomial time solvable, [8]. In the formulation given below $x_i$ assumes the value 1 if node $i$ is deleted from the bipartite graph, and 0 otherwise.

\[
\begin{align*}
\text{min} & \quad f(X) \\
\text{subject to} & \quad x_i + x_j \geq 1 \text{ for edge } \{i, j\} \not\in E \text{ } i \in V_1, j \in V_2 \\
& \quad x_j \in \{0, 1\} \text{ for all } j \in V_1 \cup V_2.
\end{align*}
\]

**Minimum satisfiability.** In the problem of minimum satisfiability, MINSAT, we are given a CNF satisfiability formula. The aim is to find an assignment satisfying the smallest number of clauses, or the smallest weight collection of clauses. The MINSAT problem was introduced by Kohli et al. [16] and was further studied by Marathe and Ravi [19]. The problem is NP-hard even if there are only two variables per clause, [16].

The submodular minimum satisfiability SM-MINSAT problem can be formulated as SM2, and thus 2-approximable: Choose a binary variable $y_i$ for each clause $C_i$ and a binary variable $x_i$ for each literal. Let $S^+(j)$ be the set of variables that appear unnegated and $S^-(j)$ those that are negated in clause $C_j$. The following formulation of MINSAT has two variables per inequality and is thus a special case of SM2:

\[
\begin{align*}
\text{min} & \quad f(Y) \\
\text{subject to} & \quad y_j \geq x_i \text{ for clause } C_j \\
& \quad y_j \geq 1 - x_i \text{ for clause } C_j \\
& \quad x_i, y_j \text{ binary for all } i, j.
\end{align*}
\]

It is interesting to note that the formulation is monotone when for all clauses $C_j$ $S^+(j) = \emptyset$ or in all clauses $S^-(j) = \emptyset$. (In the latter case, we need to transform the $x$ variables to $x'$ with $x' = -x$.) Indeed in these instances the boolean expression is uniform and the problem is trivially solved setting all variables to FALSE in the first case, or to TRUE in the latter case.

Although SM-MINSAT is not of covering type, it is nevertheless a round-up SM2, as can be easily verified, and therefore there is no restriction on $f()$ for the 2-approximation algorithm to apply.

**MIN-2SAT.** The MIN-2SAT problem is defined for a 2SAT CNF with each clause containing at most two variables. The goal is to find a truth assignment, satisfying all clauses, with the least weight collection of variables that are set to true. Although finding a satisfying assignment to a 2SAT can be done in polynomial time (Even et al. [2]), finding a satisfying assignment that minimizes the number, or the weight, of the true variables is NP-hard.

Let $X$ be the set of true variables, and $x_i = 1$ if the $i$th variable is set to true, and 0 otherwise.

\[
\begin{align*}
\text{min} & \quad f(X) \\
\text{subject to} & \quad x_i + x_j \geq 1 \text{ for clause } (x_i \lor x_j) \\
& \quad x_i - x_j \geq 0 \text{ for clause } (x_i \lor \bar{x}_j) \\
& \quad x_i + x_j \leq 1 \text{ for clause } (\bar{x}_i \lor x_j) \\
& \quad x_i \text{ binary for all } i = 1, \ldots, n.
\end{align*}
\]

Each constraint here has up to two variables and thus this problem is in the class SM2. The SM-MIN-2SAT does not have the round-up property and therefore the resulting 2-approximation algorithm applies for $f()$ monotone submodular function.

Additional problems related to finding maximum biclique – a clique in a bipartite graph – are also formulated in two variables per inequality, in [8]. For these problems, all the corresponding submodular minimization problems are either monotone, and thus solved in polynomial time, or have a polynomial time 2-approximation.

### 4. 2-approximation for SM2 and SM2-multi

We show first, in Section 4.1, that the constraints of a general SM2 and SM2-multi can be transformed to monotone constraints. This transformation is a relaxation in the sense that any feasible solution to the original constraints is also feasible for the monotonized constraints, but a feasible solution to the monotonized constraints maps to a fractional solution and therefore will not satisfy the integrality requirement in the original system of constraints. Although fractional, the feasible solution to the original problem derived from the monotonized constraints is guaranteed to be an integer multiple of half.

Next we show, in Section 4.2, that SM2-multi on monotone constraints is equivalent to a problem we call SM-closure and then solved in (strongly) polynomial time in the size of the problem. The derivation of the equivalent SM-closure is done with an algorithm which is referred to as binarizing. Although SM2 on monotone constraints, and on binary variables, is known to be solved in polynomial time (it is submodular minimization over a ring family), the binarizing process converts the problem to SM-closure and in that highlights the link to the linear objective case, where the monotone problem is set to be equivalent to the (binary) closure problem, and solved with a minimum cut procedure.
4.1. Transforming general SM2 and SM2-multi to their monotonized version

General SM2s (and SM2-multi) are transformed to monotone SM2s using a process we refer to as monotonizing. The monotonizing process is described here for the constraints of general SM2 and SM2-multi: We first duplicate the set of elements \( V \) and their respective characteristic vectors \( x \) to \( x^+ \) and \( x^- \), so that \( x^+_j \) assumes values in \([0, 1, \ldots, u_j]\) and \( x^-_j \) assumes values in \([-u_j, \ldots, -1, 0]\). For given vectors \( x^+ \) and \( x^- \) the corresponding multiset are

\[
X^+ = \{(i, p_i)|x^+_i = p_i, \ i \in V\}, \text{ and } X^- = \{(j, q_j)|x^-_j = -q_j, \ j \in V\}.
\]

Each non-monotone inequality \( a_i x_i + b_j x_j \geq c_{ij} \) is replaced by the following two inequalities:

\[
a_i x^+_i + b_j x^-_j \geq c_{ij}, \quad -a_i x^-_i + b_j x^+_j \geq c_{ij}.
\]

In case the set of constraints contains, in addition to non-monotone constraints, also a subset of monotone constraints, each monotone inequality \( a_i x_i - b_j x_j \geq c_{ij} \) is replaced by the two inequalities:

\[
a_i x^+_i - b_j x^-_j \geq c_{ij}, \quad -a_i x^-_i + b_j x^+_j \geq c_{ij}.
\]

It is easy to verify that setting \( x_j = \frac{x^+_j - x^-_j}{c_{ij}} \) is feasible for the original inequalities, and \( x_j = x^+_j - x^-_j \) is feasible to the original inequalities multiplied by \( 2 \), \( 2a_i x_i + 2b_j x_j \geq 2c_{ij} \). We refer to the latter as the doubled inequalities.

The objective function is \( \frac{1}{2}(f(X^+) + f(X^-)) \), and the constraints are the doubled inequalities and the lower and upper bounds on the variables. The objective function is submodular as a sum of two submodular functions. This formulation is therefore SM2-multi over monotone constraints.

4.2. A polynomial time algorithm for solving SM2-multi on monotone constraints

As pointed out above, monotone constraints on binary variables form a ring family. For binary variables a monotone constraint of the form \( a_i x_i - b_j x_j \geq c_{ij} \) may imply that the problem is infeasible, or that one of the variables is of fixed value in any feasible solution. This constraint is of non-trivial interest only if it is equivalent to \( x_i \geq x_j \). Namely, that \( x_i = 1 \) implies that \( x_j = 1 \). To see this notice that if \( x_j = 0 \) implies that \( x_i = 1 \) (this happens when \( 1 \geq \frac{c_{ij}}{2} > 0 \)) then \( x_i = 1 \) in any solution and therefore can be fixed and eliminated. If \( x_j = 1 \) implies that \( x_i > 1 \) then \( x_i \) must be fixed at 0 for any feasible solution. The constraints of the type \( x_i \geq x_j \) are closure constraints, known also as partial order constraints.

The set of monotone constraints considered here has general lower and upper bounds on the variables that could be negative:

\[
\text{(monotone constraints)} \quad a_i x_i - b_j x_j \geq c_{ij} \quad \forall (i, j) \in A, \\
\ell_j \leq x_j \leq u_j \quad \text{for all} \quad j \in V.
\]

We show next that a set of monotone constraints is equivalent to a set of closure constraints on binary variables.

The linear optimization (either minimization or maximization) over closure constraints is called the closure problem. Solving the closure problem is equivalent to solving linear optimization over a ring family, as explained next. Consider first the maximum weight closure problem where the closure is in terms of successors. Let \( x_j \) be a binary variable that is 1 if node \( j \) is in the closure, and 0 otherwise. Let \( w_j \) be the weight of node \( j \). Note that the problem is trivial if all \( w_j \) are positive (optimal solution is \( V \)), or if all \( w_j \) are negative (optimal solution is \( \emptyset \)). The problem formulation for a directed graph \( G = (V, A) \) is

\[
\text{(max-closure) max} \sum_{j \in V} w_j x_j
\]

subject to

\[
x_j \leq x_j \quad \forall (i, j) \in A,
\]

\[
x_j \text{ binary} \quad j \in V.
\]

To solve this linear program we construct an associated \( s, t \) closure graph: Consider the partition on \( V \) to \( V^+ = \{v \in V|w_v > 0\} \) and \( V^- = \{v \in V|w_v \leq 0\} \), and note that both sets are non-empty for non-trivial problems. We add to the graph a node \( s \) and a set of arcs \( \{(s, j)|j \in V^+\} \), where arc \( (s, j) \) is of capacity \( w_j \). Next we add a node \( t \) and a set of arcs \( \{(i, t)|i \in V^-\} \), where arc \( (i, t) \) is of capacity \(-w_i\). All arcs in \( A \) are assigned infinite capacity. It is easy to see that the source set \( S \) for any finite capacity \( s, t \)-cut \((S, T)\) in this graph is a closed set, and that the minimum capacity cut has a source set of maximum weight. Respectively, the sink set of the minimum cut \( T \) is closed with respect to predecessors, and it is of total minimum weight. Additional details on the closure problem can be found, e.g. in [12].

We comment that in contrast to submodular minimization SM2-multi over closure constraints that is solved in pseudopolynomial time, the convex separable minimum closure problem on integers (non-binary) is solvable in polynomial time using a parametric cut algorithm as proved in Hochbaum and Queyranne [12].
We call the submodular minimization over closure constraints, and in binary variables, the SM-closure problem. This problem is formulated for a submodular function \( f(X) \) where \( X \subseteq V \) as follows:

\[
\text{(SM-closure) min } f(X) \\
\text{subject to } x_i \leq x_j \quad \forall (i, j) \in A, \\
x_j \text{ binary } \quad j \in V.
\]

Note that SM-closure is interesting, or non-trivial, for non-monotone submodular functions. Solving SM-closure is done with any algorithm that minimizes a submodular function over a ring family. We show next that any SM2-multi on monotone constraints is equivalent to an SM-closure problem on a graph on \( \sum_u u_i \) nodes.

To reduce SM2-multi to SM-closure, we use a process, introduced by Hochbaum and Naor [11], that maps a monotone constraint in integers \( a_i x_i - b_j x_j \geq c_{ij} \) into an equivalent collection of closure constraints on binary variables. We refer to this procedure as \textit{binarizing}. A sketch of the procedure is as follows: The integer variables are first replace by binary variables. (This step is not required for SM2 where the variables are already binary.) For each element \( i \) and \( p = \ell_i + 1, \ldots, u_i \) we let \( x_i^{(p)} = 1 \) only if \( x_i \geq p \). In particular the variable \( x_i \) can be written as a summation of binary variables \( x_i = e_i + \sum_{p=\ell_i+1}^{u_i} x_i^{(p)} \).

The following restriction then holds for all \( p = \ell_i + 2, \ldots, u_i; x_i^{(p)} = 1 \iff x_i^{(p-1)} = 1 \). Note that \( x_i^{(\ell_i)} = 1 \).

For a monotone constraint \( a_i x_i - b_j x_j \geq c_{ij} \), let \( q(p) \equiv \left\lceil \frac{c_{ij} + a_i p}{a_i} \right\rceil \). Assuming that \( q(p) \leq u_i \) (otherwise update the upper bound on \( x_i \) to be \( u_i := p - 1 \), and if \( p - 1 \) is less than the lower bound on \( x_i \), the problem is infeasible), then the monotone constraints can be equivalently written as follows:

\[
\begin{align*}
&x_i^{(p)} \leq x_i^{(q(p))} \quad \forall (i, j) \in A \\
&x_i^{(p)} \leq x_i^{(p-1)} \quad \forall i \in V \quad \text{for } p = 1, \ldots, u_i \\
&x_i^{(p)} \in \{0, 1\} \quad \forall i \in V \quad \text{for } p = 1, \ldots, u_i.
\end{align*}
\]

The constraints listed are closure constraints in an \( s, t \)-graph where for each element \( i \) there are up to \( u_i \) nodes and for every constraint \( (i, j) \in A \) in the original problem there are up to \( \min(u_i, u_j) \) arcs. Hence any SM2-multi problem on monotone constraints is equivalent to a SM-closure problem on a graph with \( O(\sum_{i \in V} u_i) \) nodes, and is solvable in polynomial time in the size of the graph. For general range of the variables, this runtime is pseudopolynomial and, as discussed in Section 1 it cannot be improved unless \( \text{NP} = \text{P} \).

4.3. The 2-approximation algorithm

Given a non-monotone SM2-multi problem, we first monotize it to generate a SM2-multi on monotone inequalities, as described in Section 4.1. The next step is to convert the resulting problem to an SM-closure problem on binary variable, as detailed in Section 4.2. We refer to the resulting SM-closure problem as relaxed SM2 (or SM2-multi). The relaxed SM2-multi problem is defined on binary variables, represented as nodes, and each inequality of the form \( y' \leq z' \) corresponds to an arc \((y', z')\) in the set of arcs \( A' \). We let the set of binary variables that are generated from \( x^+ \) vectors be denoted by \( V^+ \) and those that are generated from \( x^- \) vectors be \( V^- \). Each node in the graph \( G = (V^+ \cup V^-, A') \) indicates that the respective variable value is at its upper bound. Recall that since the lower bound variable is not in the graph, as the variable value is always greater or equal to the lower bound, for binary variables in \( \{0, 1\} \) the selection of a node in the graph is equivalent to setting its value to 1, and for binary variables in \( \{-1, 0\} \) the selection of a node in the graph is equivalent to setting its value to 0. A node \( j \in V^+ \) is in a closed set \( S \) implies that the respective binary variable \( x_j^+ = 1 \), and a node \( i \in V^- \) is in \( S \) implies that the respective binary variable \( x_i^- = 0 \).

We denote by \( x_i' = -x_i^- \) for all \( i \in V^- \) so that \( x' \) is a binary vector taking values in \( \{0, 1\} \). Let \( X^+ = \{j \in V^+ | x_j^+ = 1\} \) and \( X^- = \{j \in V^- | x_j^- = 1\} \). That is, the vectors \( x^+ \) and \( x^- \) are the characteristic vectors of the sets \( X^+ \) and \( X^- \). Let \( S^+ \) be an optimal set minimizing the function \( f() \) for the (original) SM2 formulation, and let \( x^+ \) be the associated characteristic vector. On the graph \( G = (V^+ \cup V^-, A') \), let \( S^+ \) and \( S^- \) be the copies of \( S^+ \) in \( V^+ \) and \( V^- \), respectively. Then this is a feasible solution for the relaxed problem since \( S^+ \cup (V^- \setminus S^-) \) is a closed set, and the vectors \( x^+ = x^+ = x^+ \) defined on \( V^+ \) and \( V^- \) are the characteristic vectors of \( S^+ \) and \( S^- \). Therefore, setting \( x_i = x_i^+ + x_i^- \) is a feasible solution \( x^* \) for the “doubled” inequality constraints.

The submodular function \( f() \) is defined on subsets of \( V \) and therefore the objective function of the SM-closure problem defined on the constructed graph, \( g(X^+ \cup X^-) = f(X^+) + f(X^-) \), is well defined and, \( f(X^+), f(X^-) \) and \( g(X^+ \cup X^-) \) are submodular functions.

**Theorem 1.** Let \( \tilde{X}^+ \subseteq V^+ \) and \( \tilde{X}^- \subseteq V^- \) be the sets minimizing \( g() \) among all feasible pairs of sets for the relaxed SM2-multi. Let \( S^* \) be an optimal set minimizing the function \( f() \) in the (original) SM2-multi formulation. Then, \( 2f(S^*) \geq f(\tilde{X}^+ \cup \tilde{X}^-) \).

**Proof.** Let \( S^+ \) and \( S^- \) be the copies of \( S^+ \) in \( V^+ \) and \( V^- \), respectively. Then,

\[
2f(S^*) = f(S^+) + f(S^-) \geq g(\tilde{X}^+ \cup \tilde{X}^-) = f(\tilde{X}^+) + f(\tilde{X}^-) \geq f(\tilde{X}^+ \cup \tilde{X}^-) + f(\tilde{X}^+ \cap \tilde{X}^-) \geq f(\tilde{X}^+ \cup \tilde{X}^-).
\]
The first inequality holds since $\tilde{X}^+ \cup \tilde{X}^-$ is an optimal solution to the relaxed SM2-multi. The second inequality follows from the submodularity of the function $f$, $f(\tilde{X}^+ \cup \tilde{X}^-)$ is the value of our solution where an element is included if either one of its two copies is in $\tilde{X}^+$ or in $\tilde{X}^-$. The third and last inequality follows since $f()$ takes non-negative values. □

2-approximation for round-up SM2-multi.  

Theorem 2 leads immediately to the 2-approximation result for round-up SM2-multi:

Lemma 1. For round-up SM2-multi and a general non-negative submodular objective function $f()$ there is a polynomial time 2-approximation algorithm.

Proof. If for an index $j$ both variables $x_j^+, x_j^-$ are of value 1, then we set the value of $x_j$ to be equal to 1. Let $V^1 = \{ j \in V \mid x_j^+ = x_j^- = 1 \}$ be the set of such variables. If both $x_j^+, x_j^-$ are of value 0, we set $x_j = 0$, and $V^0 = \{ j \in V \mid x_j^+ = x_j^- = 0 \}$ is the set of these variables. The set of remaining variables, which have exactly one of $x_j^+, x_j^-$ equal to 1 and the other one equal to 0, is called $V^\bot$.

For round-up SM2-multi, the rounded solution is the set $V^1 \cup V^\bot = \tilde{X}^+ \cup \tilde{X}^-$. From Theorem 1 this is a 2-approximate solution for SM2-multi. □

We prove next the approximation result for SM problems without the round up property. The rounding in this case is shown to be guided by a feasible solution found by an algorithm equivalent to finding a truth assignment, if exists, to a 2SAT expression. A truth assignment for 2SAT, or determining that there is none, can be found using the linear time algorithm of [2]. To show how to find a feasible solution to a set of constraints in two variables we first demonstrate that a SM2-multi is equivalent to a respective SM-MIN-2SAT problem. This proof is based on the approach of binarizing first the non-monotone system. This result is the same as was derived for linear integer programming on constraints with two variables per inequality, in Hochbaum et al. [10]:

Theorem 2. The set of SM2-multi constraints is equivalent to the constraints of SM-MIN-2SAT on at most $nU$ binary variables and $O(mU)$ constraints, for $U = \max_{i \in V} u_i$, in that both have the same sets of feasible solutions.

Proof. For a general constraint of the form, $a_{ij} x_i + a_{ij'} x_{ij'} \geq c_k$, consider the case where both $a_{ij}$ and $a_{ij'}$ are positive, and assume without loss of generality that $0 < c_k < a_{ij} u_i + a_{ij'} u_{ij'}$. The other cases where one coefficient is negative (and the constraint is monotone), or both are negative, are similarly “binarized”.

For every $\ell (\ell = 0, \ldots, u_i - 1)$, let $\alpha_{k\ell} = \left\lceil \frac{c_k - a_{ij} u_i - a_{ij'} u_{ij'}}{a_{ij} - a_{ij'}} \right\rceil - 1$. For any integer solution $x$, $a_{ij} x_i + a_{ij'} x_{ij'} \geq c_k$ if and only if for every $\ell (\ell = 0, \ldots, u_i - 1)$, either $x_i \geq \ell$ or $x_{ij'} > \alpha_{k\ell}$, or, equivalently, either $x_i \geq \ell + 1$ or $x_{ij'} \geq \alpha_{k\ell} + 1$, which can be written as $x_{i,\ell+1} + x_{ij',\alpha_{k\ell}+1} \geq 1$.

Obviously, if $\alpha_{k\ell} \geq u_i$, then we fix the variable, $x_i, \ell + 1 = 0$.

If the above transformation is applied to a monotone system of inequalities, then the resulting 2-SAT integer program is also monotone. More precisely, for a constraint of the form $a_{ij} x_i - a_{ij'} x_{ij'} \geq c_k$ the set of binarized constraints are all of the form $x_{ij} \geq a_{ij'}$, or the reverse inequality, for some values of $p$ and $q$. To see that, note that if $x_{ij} \geq \ell$ then $x_i \geq \left\lceil \frac{c_k + a_{ij'} x_{ij'}}{a_{ij}} \right\rceil = \beta_{k\ell}$.

For this condition to be satisfied $x_{ij} \leq x_i, \beta_{k\ell}$, which is a monotone, closure, constraint.

 Altogether we have replaced one original constraint on $x_i$ and $x_{ij'}$ by at most $u_i + 1$ constraints on the variables $x_{ij}$ and $x_{ij'}$. The other cases, corresponding to different sign combinations of $a_{ij}$, $a_{ij'}$, and $c_k$, can be handled in a similar way. This completes the proof of Theorem 2. □

With Theorem 2, it is sufficient to show the respective result for SM-MIN-2SAT. It is shown next that the rounded (up or down) solution is $B \cup V^1$, for $B \subseteq V^{\bot}$. In contrast to round-up SM2-multi, here $B$ may be a strict subset of $V^{\bot}$.

Lemma 2. For a submodular monotone function $f()$, any feasible rounding (up or down) of the variables in $V^{\bot}$ yields a 2-approximate solution for (SM2).

Proof. Since $V^{1} \cup V^{\bot} = \tilde{X}^{+} \cup \tilde{X}^{-}$, then for any $B \subseteq V^{\bot}$ it follows from the monotonicity of function $f$ that, $f(V^{1} \cup B) \leq f(\tilde{X}^{+} \cup \tilde{X}^{-})$. From Theorem 1 we conclude that $f(V^{1} \cup B) \leq 2f(S^*)$ thus demonstrating a polynomial time 2-approximation algorithm for any SM2 optimization of a monotone submodular function. □

It remains to show that if there exists a feasible solution to SM2-multi then it is possible to find a rounding of the variables in $V^{\bot}$ that yields a feasible solution to SM2-multi. Furthermore, such a feasible solution, if exists, can be found in polynomial time, since a feasible solution is derived by identifying a truth assignment to a 2SAT problem. If there is no truth assignment to the 2SAT problem, then the respective SM2-multi problem is infeasible. Assume that the set of SM2 constraints has a feasible integer solution denoted by $z_1, \ldots, z_n$.

Let the optimal solution to the monotonized constraints problem be $m_1^+$ and $m_2^-$. The first quantity, $m_1^+$, is the number of variables $x_i^{j\ell}$ that belong to $\tilde{X}^{+}$. Recall that because of the constraints $x_i^{j\ell} \geq x_i^{j\ell+1}$, there will be a consecutive sequence
of variables $x_{i}^{(p)+}$ that are equal to 1, for $p = 0, 1, \ldots, q_i$ followed by a sequence of 0s. Hence, $m_i^{+} = q_i$. Similarly, $m_i^{-} = q_i'$ is the largest index $p$ such that $x_{i}^{(p)-} = 1$.

For $i = 1, \ldots, n$, let $m_i^{+} = \frac{1}{2}(m_i^{+} - m_i^{-})$. We define the following solution vector, denoted by $\ell = (\ell_1, \ldots, \ell_n)$, where for $i = 1, \ldots, n$:

$$
\ell_i = \begin{cases} 
\min\{m_i^{+}, -m_i^{-}\} & \text{if } z_i \leq \min\{m_i^{+}, -m_i^{-}\}, \\
z_i & \text{if } \min\{m_i^{+}, -m_i^{-}\} \leq z_i \leq \max\{m_i^{+}, -m_i^{-}\}, \\
\max\{m_i^{+}, -m_i^{-}\} & \text{if } z_i \geq \max\{m_i^{+}, -m_i^{-}\}.
\end{cases}
$$

We now prove that the vector $\ell$ is feasible:

**Lemma 3.** The vector $\ell$ is a feasible solution to the given SM2-multi problem.

**Proof.** Let $ax_i + bx_j \geq c$ be an inequality where $a$ and $b$ are nonnegative. We check all possible cases. If $\ell_i$ is equal to $z_i$ or $\min(m_i^{+}, -m_i^{-})$, and $\ell_j$ is equal to $z_j$ or $\min(m_j^{+}, -m_j^{-})$, then clearly, $a\ell_i + b\ell_j \geq az_i + bz_j \geq c$. Suppose $\ell_i \geq z_i$ and $\ell_j = \max(m_j^{+}, -m_j^{-})$. By construction, we know that $am_i^{+} - bm_j^{-} \geq c$ and $-am_i^{-} + bm_j^{+} \geq c$. If $\ell_i \geq -m_j^{-}$, then, $a\ell_i + b\ell_j \geq am_i^{+} - bm_j^{-} \geq c$. Otherwise, $a\ell_i + b\ell_j \geq am_i^{+} + bm_j^{+} \geq c$. The last case is when $\ell_i = \max(m_i^{+}, -m_i^{-})$, and $\ell_j = \max(m_j^{+}, -m_j^{-})$. In this case, $a\ell_i + b\ell_j \geq am_i^{+} - bm_j^{-} \geq c$. The other types of inequalities are handled similarly. □

The feasibility of the vector $\ell$ for the set of constraints implies the following.

**Corollary 1.** There exists a “rounding” to a set $W$ satisfying

$$
\bar{X}^{+} \cap \bar{X}^{-} \subseteq W \subseteq \bar{X}^{+} \cup \bar{X}.
$$

**Corollary 2.** If $m_i^{+} = m_i^{-}$ then $w_i = m_i^{+} = m_i^{-}$.

5. Submodular minimization over totally unimodular constraints

5.1. The SM-vertex cover on bipartite graphs is NP-hard

Iwata and Nagano prove that Switching Submodular Function Minimization (SSFM) is NP-hard, [14], even for $f$ strictly monotone. Let $V$ and $V'$ both consist of $n$ elements, with element $i \in V$ corresponding to element $i' \in V'$, and a subset $X \subseteq V$ corresponding to $X' \subseteq V'$. Let a submodular function $f$ be defined on subsets of $V \cup V'$. The problem SSFM is to find a bi-partition of $V, (X \cup Y)$ that minimizes $f(X \cup Y')$. The proof that the SM vertex cover on bipartite graph is NP-hard is by reduction from SSFMootnote{This is to thank Asaf Levin for devising this reduction.}: Given an instance of SSFM with a strictly monotone submodular function $f$. Construct a bipartite graph on the sets of nodes $V$ and $V'$, with one edge between each $i \in V$ and $i' \in V'$. An optimal vertex cover in this graph includes exactly one of each pair of $i$ and $i'$. The set selected in $V$ is $X$ and its complement – the set selected in $V'$ is $Y'$. This selection gives the optimal value of $f(X \cup Y')$. This reduction is obviously approximation preserving.

Since the constraint matrix of bipartite vertex cover is totally unimodular, we conclude as follows.

**Theorem 3.** SM minimization over a totally unimodular constraints matrix is NP-hard.

5.2. The bipartite-submodular vertex cover on bipartite graph

To generate the intuition for the relationship between bipartite-submodular vertex cover and SM-closure consider first the vertex cover and closure problems on a bipartite graph $G = (V_1 \cup V_2, E)$. We replace the set of edges $E$ by a set of arcs directed from $V_1$ to $V_2$. Given a feasible closed set $S$ (w.r.t. successors), then $(V_1 \setminus S) \cup (V_2 \cap S)$ is a feasible vertex cover. Vice versa, given a feasible vertex cover $D$, then $(V_1 \setminus D) \cup (V_2 \cap D)$ is a closed set (w.r.t. successors) in $G$.

For a bipartite graph $G = (V_1 \cup V_2, E)$ the bipartite-submodular vertex cover is to minimize $f(D) = f_1(D \cap V_1) + f_2(D \cap V_2)$ for $D$ a vertex cover. Since $D$ is a vertex cover, then $(V_1 \setminus D) \cup (V_2 \cap D)$ is a closed set in $G$. Since $f_1$ is submodular, then $f(D) = f_1(V_1 \setminus D)$ is submodular as well, and so is $g(D) = f'(D) + f_2(D)$. Since the minimum submodular closure problem $\min_{g \in MVU} g(D)$ is solved in strongly polynomial time, then so is the bipartite-submodular vertex cover. The analogous argument proves that the bipartite-submodular independent set problem is also solved in strongly polynomial time.
6. Conclusions

We demonstrate here a unified technique to generate best possible 2-approximation algorithms for a family of constrained submodular optimization with two variables per inequality that are NP-hard. The results hold also for submodular minimization over multi-sets. This settles, for the first time, the approximation and complexity status of a number of submodular minimization problems including SM-2SAT, SM-min satisfiability, SM-edge deletion for clique and SM-node deletion for biclique. In this sense these submodular minimization problems have similar complexity to the respective linear integer minimization. We also establish that the problem of submodular vertex cover on bipartite graphs or over a totally unimodular constraint matrix is NP-hard. This demonstrates that submodular minimization is harder than the respective linear integer minimization, where the minimization (or maximization) over a totally unimodular constraint matrix is polynomial time solvable.
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